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#### Abstract

General solutions are derived to the two-dimensional Eshelby's problem of an inclusion of arbitrary shape embedded in one of two imperfectly bonded anisotropic piezoelectric half-planes. The inclusion undergoes uniform eigenstrains and eigenelectric fields. In this work four different kinds of imperfect interface models with vanishing thickness are considered: (i) a compliant and weakly conducting interface, (ii) a stiff and highly conducting interface, (iii) a compliant and highly conducting interface, and (iv) a stiff and weakly conducting interface. Furthermore the obtained general solutions are illustrated in detail through an example of an elliptical inclusion near the imperfect interface. It is observed that the full-field expressions of the three analytic function vectors characterizing the electroelastic field in the two piezoelectric half-planes including the elliptical inclusion can be elegantly and concisely presented through the introduction of an integral function. We also present the tractions and normal electric displacement along a compliant and weakly conducting imperfect interface induced by the elliptical inclusion. It is found that the imperfection of the interface has no influence on the leading term in the far-field asymptotic expansion of the tractions and normal electric displacement along the compliant and weakly conducting interface induced by an arbitrary shaped inclusion. The far-field expansions of the analytic function vectors in the two imperfectly bonded half-planes for an arbitrary shaped inclusion are also derived. Some new identities and structures of the matrices $\mathbf{N}_{i}$ and $\mathbf{N}_{i}^{(-1)}$ for anisotropic piezoelectric materials are obtained.
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## 1. Introduction

The Eshelby's problem of an inclusion with eigenstrains (or transformation strains) has been a topic in micromechanics for more than fifty years (Eshelby, 1957; Mura, 1987). When addressing the three-dimensional Eshelby's problem, the Green's function approach is prevalent (Eshelby, 1957; Mura, 1987; Nozaki and Taya, 2001). However when discussing two-dimensional (2D) Eshelby's problem in isotropic or anisotropic solids, the complex variable method is more effective (see for example Jaswon and Bhargava, 1961; Bhargava and Radhakrishna, 1964; Willis, 1964; Yang and Chou, 1976, 1977; Ru, 2000, 2001; Pan, 2004; Jiang and Pan, 2004; Wang et al., 2007). It has been found in recent years that studies on Eshelby's problem are essential in understanding the behaviors of quantum dots and quantum wires in nanocomposite solids (see recent reviews by Ovid'ko and Sheinerman, 2005 and Malanganti and Sharma, 2005).

When addressing the inclusion problems in a two-phase infinite medium (say with a flat interface), it is found that the perfect inter-

[^0]face assumption was adopted in the majority of the previous studies (see for example, Zhang and Chou, 1985. Yu and Sanday, 1991; Jiang and Pan, 2004). In a recent study, Wang et al. (2007) considered aD thermal inclusion of arbitrary shape embedded in one of two imperfectly bonded isotropic elastic half-planes by using Muskhelishvili's complex variable method (Muskhelishvili, 1963). The imperfect interface in that study was simulated by using the linear spring layer with vanishing thickness. However, the corresponding Eshelby's problem for two imperfectly bonded dissimilar anisotropic piezoelectric half-planes still remains a challenging problem.

It is of interest to point out also that so far various interface models have been proposed to simulate an interphase layer with finite thickness (Needleman, 1990; Benveniste and Miloh, 2001; Benveniste and Baum, 2007; Bertoldi et al., 2007a,b; Benveniste, 2006, 2009), to account for damage (for example, micro-cracks and mi-cro-voids) occurring on the interface (Fan and Sze, 2001), and to study their influence on the effective properties of the composites (Lu and Lin, 2003; Wang and Pan, 2007) and on the interfacial wave propagation (Melkumyan and Mai, 2008). Nondistructive evaluation methods were also proposed to detect and characterize the interface imperfection (Nagy, 1992; Hu and Nagy, 1998). It was reported that the effect of interfacial stress, defects, impurities,
and electrodes on the variation of polarization in ferroelectric thin films could be significant (Lu and Cao, 2002). However, as expected that if the piezoelectricity of an interphase layer is taken into consideration (Benveniste, 2009), the scenarios of the imperfect interface will become more complex in view of the fact that now the interface has imperfection in both elasticity and dielectricity.

In this work we consider the 2D problem of an Eshelby inclusion of arbitrary shape with uniform eigenstrains and eigenelectric fields embedded in one of two bonded anisotropic piezoelectric half-planes by means of the Stroh formalism (Suo et al., 1992; Suo, 1993; Wang, 1994; Chung and Ting, 1996; Ru, 2000, 2001). In extending previous works (Ru, 2001; Pan, 2004; Jiang and Pan, 2004; Wang et al., 2008), the two anisotropic piezoelectric halfplanes are now bonded through a thin anisotropic piezoelectric layer. It is found that closed-form solutions can be derived when the middle piezoelectric layer is replaced by an imperfect interface with vanishing thickness. The imperfect interface models discussed in this work can be classified into the following four different kinds:
(i) Compliant and weakly conducting interface. This imperfect interface is based on the assumption that tractions and normal electric displacement are continuous across the interface, whereas the elastic displacements and electric potential undergo jumps on the interface which are proportional to the interface tractions and normal electric displacement.
(ii) Stiff and highly conducting interface. This imperfect interface is based on the assumption that displacements and electric potential are continuous across the interface, whereas tractions and normal electric displacement undergo jumps on the interface which are proportional to certain surface differential operators of the interface displacements and electric potential.
(iii) Compliant and highly conducting interface. This imperfect interface is based on the assumption that tractions and tangential electric field are continuous across the interface, whereas the elastic displacements and charge potential undergo jumps on the interface which are proportional to the interface tractions and tangential electric field.
(iv) Stiff and weakly conducting interface. This imperfect interface is based on the assumption that displacements and charge potential are continuous across the interface, whereas tractions and tangential electric field undergo jumps on the interface which are proportional to certain surface differential operators of the interface displacements and charge potential.

Our theoretical development demonstrates that the parameters in all the four kinds of imperfect interface models can be explicitly expressed in terms of the electroelastic moduli and the thickness of the piezoelectric layer.

## 2. The Stroh formalism for anisotropic piezoelectric materials

In the following we will present two different schemes of the Stroh formalism. Scheme 1 of the Stroh formalism will be adopted in the analyses of a compliant and weakly conducting interface (Section 3), and a stiff and highly conducting interface (Section 4). Scheme 2 will be adopted in the analyses of a compliant and highly conducting interface (Section 5), and a stiff and weakly conducting interface (Section 6).

### 2.1. Scheme 1 of the Stroh formalism

The basic equations for an anisotropic piezoelectric material can be expressed in a fixed rectangular coordinate system $x_{i}(i=1,2,3)$ as

$$
\begin{align*}
& \sigma_{i j}=C_{i j k l} u_{k, l}+e_{k i j} \phi_{k}, \quad D_{k}=e_{k j} u_{i, j}-\epsilon_{k l} \phi_{, l},  \tag{1}\\
& \sigma_{i j, j}=0, \quad D_{i, i}=0,
\end{align*}
$$

where repeated indices mean summation, a comma follows by $i(i=1,2,3)$ stands for the derivative with respect to the $i$ th spatial coordinate; $u_{i}$ and $\phi$ are the elastic displacement and electric potential; $\sigma_{i j}$ and $D_{i}$ are the stress and electric displacement; $C_{i j k l}, \epsilon_{i j}$ and $e_{i j k}$ are the elastic, dielectric and piezoelectric coefficients, respectively.

For 2D problems in which all quantities depend only on $x_{1}$ and $x_{2}$, the general solutions can be expressed as (Suo et al., 1992; Wang, 1994; Ting, 1996)

$$
\begin{align*}
& \mathbf{u}=\left[\begin{array}{llll}
u_{1} & u_{2} & u_{3} & \phi
\end{array}\right]^{T}=\mathbf{A f}(z)+\overline{\mathbf{A f}(z)},  \tag{2}\\
& \boldsymbol{\Phi}=\left[\begin{array}{llll}
\Phi_{1} & \Phi_{2} & \Phi_{3} & \varphi
\end{array}\right]^{T}=\mathbf{B f}(z)+\overline{\mathbf{B}(z)},
\end{align*}
$$

where

$$
\begin{align*}
& \mathbf{A}=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \mathbf{a}_{3} & \mathbf{a}_{4}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{llll}
\mathbf{b}_{1} & \mathbf{b}_{2} & \mathbf{b}_{3} & \mathbf{b}_{4}
\end{array}\right], \\
& \mathbf{f}(z)=\left[\begin{array}{llll}
f_{1}\left(z_{1}\right) & f_{2}\left(z_{2}\right) & f_{3}\left(z_{3}\right) & f_{4}\left(z_{4}\right)
\end{array}\right]^{T},  \tag{3}\\
& z_{i}=x_{1}+p_{i} x_{2}, \\
& \operatorname{Im}\left\{p_{i}\right\}>0, \\
& (i=1-4),
\end{align*}
$$

with
$\left[\begin{array}{ll}\mathbf{N}_{1} & \mathbf{N}_{2} \\ \mathbf{N}_{3} & \mathbf{N}_{1}^{T}\end{array}\right]\left[\begin{array}{l}\mathbf{a}_{i} \\ \mathbf{b}_{i}\end{array}\right]=p_{i}\left[\begin{array}{l}\mathbf{a}_{i} \\ \mathbf{b}_{i}\end{array}\right], \quad(i=1-4)$
$\mathbf{N}_{1}=-\mathbf{T}^{-1} \mathbf{R}^{T}, \quad \mathbf{N}_{2}=\mathbf{T}^{-1}, \quad \mathbf{N}_{3}=\mathbf{R T}^{-1} \mathbf{R}^{T}-\mathbf{Q}$,
and
$\mathbf{Q}=\left[\begin{array}{ll}\mathbf{Q}^{E} & \mathbf{e}_{11} \\ \mathbf{e}_{11}^{T} & -\epsilon_{11}\end{array}\right], \quad \mathbf{R}=\left[\begin{array}{ll}\mathbf{R}^{E} & \mathbf{e}_{21} \\ \mathbf{e}_{12}^{T} & -\epsilon_{12}\end{array}\right], \quad \mathbf{T}=\left[\begin{array}{ll}\mathbf{T}^{E} & \mathbf{e}_{22} \\ \mathbf{e}_{22}^{T} & -\epsilon_{22}\end{array}\right]$,
$\left(\mathbf{Q}^{E}\right)_{i k}=C_{i 1 k 1}, \quad\left(\mathbf{R}^{E}\right)_{i k}=C_{i 1 k 2}, \quad\left(\mathbf{T}^{E}\right)_{i k}=C_{i 2 k 2}, \quad\left(\mathbf{e}_{i j}\right)_{m}=e_{i j m}$.
In addition the extended stress function vector $\boldsymbol{\Phi}$ is defined, in terms of the stresses and electric displacements, as follows:

$$
\begin{array}{lll}
\sigma_{i 1}=-\Phi_{i, 2}, & \sigma_{i 2}=\Phi_{i, 1}, \quad(i=1-3)  \tag{8}\\
D_{1}=-\varphi_{, 2}, & D_{2}=\varphi_{, 1} .
\end{array}
$$

Here we can call $\varphi$ a charge potential (Suo, 1993). Due to the fact that the two matrices $\mathbf{A}$ and $\mathbf{B}$ satisfy the following normalized orthogonal relationship:
$\left[\begin{array}{ll}\mathbf{B}^{T} & \mathbf{A}^{T} \\ \overline{\mathbf{B}}^{T} & \overline{\mathbf{A}}^{T}\end{array}\right]\left[\begin{array}{cc}\mathbf{A} & \overline{\mathbf{A}} \\ \mathbf{B} & \overline{\mathbf{B}}\end{array}\right]=\mathbf{I}$,
then three real Barnett-Lothe tensors $\mathbf{S}, \mathbf{H}$ and $\mathbf{L}$ can be introduced
$\mathbf{S}=\mathrm{i}\left(2 \mathbf{A B}^{T}-\mathbf{I}\right), \quad \mathbf{H}=2 \mathrm{i} \mathbf{A A}^{T}, \quad \mathbf{L}=-2 \mathbf{i} \mathbf{B B}^{T}$.
During this investigation, the following identities will also be utilized:

$$
\begin{align*}
& 2 \mathbf{A}\left\langle p_{\alpha}\right\rangle \mathbf{A}^{T}=\mathbf{N}_{2}-\mathrm{i}\left(\mathbf{N}_{1} \mathbf{H}+\mathbf{N}_{2} \mathbf{S}^{T}\right), \\
& 2 \mathbf{A}\left\langle p_{\alpha}\right\rangle \mathbf{B}^{T}=\mathbf{N}_{1}+\mathrm{i}\left(\mathbf{N}_{2} \mathbf{L}-\mathbf{N}_{1} \mathbf{S}\right),  \tag{11}\\
& 2 \mathbf{Z}\left\langle p_{\alpha}\right\rangle \mathbf{B}^{T}=\mathbf{N}_{3}+\mathrm{i}\left(\mathbf{N}_{1}^{T} \mathbf{L}-\mathbf{N}_{3} \mathbf{S}\right),
\end{align*}
$$

where $\langle *\rangle$ is a $4 \times 4$ diagonal matrix in which each component is varied according to the Greek index $\alpha$ (from 1 to 4).

It can also be easily checked that
$\left[\begin{array}{ll}\mathbf{N}_{1}^{(-1)} & \mathbf{N}_{2}^{(-1)} \\ \mathbf{N}_{3}^{(-1)} & \mathbf{N}_{1}^{(-1)^{T}}\end{array}\right]\left[\begin{array}{l}\mathbf{a}_{i} \\ \mathbf{b}_{i}\end{array}\right]=\frac{1}{p_{i}}\left[\begin{array}{l}\mathbf{a}_{i} \\ \mathbf{b}_{i}\end{array}\right], \quad(i=1-4)$
where
$\mathbf{N}_{1}^{(-1)}=-\mathbf{Q}^{-1} \mathbf{R}, \quad \mathbf{N}_{2}^{(-1)}=-\mathbf{Q}^{-1}, \quad \mathbf{N}_{3}^{(-1)}=\mathbf{T}-\mathbf{R}^{T} \mathbf{Q}^{-1} \mathbf{R}$.
The detailed structures and identities of $\mathbf{N}_{i}$ and $\mathbf{N}_{i}^{(-1)}(i=1,2,3)$ for Scheme 1 can be found in Appendix A.

### 2.2. Scheme 2 of the Stroh formalism

In this scheme, the constitutive equations can be written into (Suo, 1993)
$\sigma_{i j}=C_{i j k l} u_{k, l}+h_{k i j} D_{k}, \quad E_{k}=h_{k i j} u_{i, j}+\beta_{k l} D_{l}$,
where $E_{i}$ is the electric field; $C_{i j k l}, \beta_{i j}$ and $h_{i j k}$ are the elastic, dielectric and piezoelectric coefficients.

For 2D problems in which all quantities depend only on $x_{1}$ and $x_{2}$, the general solutions can be expressed as (Suo, 1993; Wang, 1994)

$$
\begin{align*}
& \mathbf{u}=\left[\begin{array}{llll}
u_{1} & u_{2} & u_{3} & \varphi
\end{array}\right]^{T}=\mathbf{A f}(z)+\overline{\mathbf{A f}(z)}  \tag{15}\\
& \mathbf{\Phi}=\left[\begin{array}{llll}
\Phi_{1} & \Phi_{2} & \Phi_{3} & \phi
\end{array}\right]^{T}=\mathbf{B}(z)+\overline{\mathbf{B}(z)}
\end{align*}
$$

where the functions $\Phi_{i}(i=1-3)$ and $\varphi$ have been defined in Eq. (8), and

$$
\begin{align*}
& \mathbf{A}=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \mathbf{a}_{3} & \mathbf{a}_{4}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{llll}
\mathbf{b}_{1} & \mathbf{b}_{2} & \mathbf{b}_{3} & \mathbf{b}_{4}
\end{array}\right], \\
& \mathbf{f}(z)=\left[\begin{array}{lll}
f_{1}\left(z_{1}\right) & f_{2}\left(z_{2}\right) & f_{3}\left(z_{3}\right) \\
f_{4}\left(z_{4}\right)
\end{array}\right]^{T},  \tag{16}\\
& z_{i}=x_{1}+p_{i} x_{2}, \quad \operatorname{Im}\left\{p_{i}\right\}>0, \\
& (i=1-4)
\end{align*}
$$

with
$\left[\begin{array}{ll}\mathbf{N}_{1} & \mathbf{N}_{2} \\ \mathbf{N}_{3} & \mathbf{N}_{1}^{T}\end{array}\right]\left[\begin{array}{l}\mathbf{a}_{i} \\ \mathbf{b}_{i}\end{array}\right]=p_{i}\left[\begin{array}{l}\mathbf{a}_{i} \\ \mathbf{b}_{i}\end{array}\right], \quad(i=1-4)$
$\mathbf{N}_{1}=-\mathbf{T}^{-1} \mathbf{R}^{T}, \quad \mathbf{N}_{2}=\mathbf{T}^{-1}, \quad \mathbf{N}_{3}=\mathbf{R T}^{-1} \mathbf{R}^{T}-\mathbf{Q}$,
and
$\mathbf{Q}=\left[\begin{array}{ll}\mathbf{Q}^{E} & \mathbf{h}_{21} \\ \mathbf{h}_{21}^{T} & \beta_{22}\end{array}\right], \quad \mathbf{R}=\left[\begin{array}{cc}\mathbf{R}^{E} & -\mathbf{h}_{11} \\ \mathbf{h}_{22}^{T} & -\beta_{12}\end{array}\right], \quad \mathbf{T}=\left[\begin{array}{cc}\mathbf{T}^{E} & -\mathbf{h}_{12} \\ -\mathbf{h}_{12}^{T} & \beta_{11}\end{array}\right]$,
$\left(\mathbf{Q}^{E}\right)_{i k}=C_{i 1 k 1}, \quad\left(\mathbf{R}^{E}\right)_{i k}=C_{i 1 k 2}, \quad\left(\mathbf{T}^{E}\right)_{i k}=C_{i 2 k 2}, \quad\left(\mathbf{h}_{i j}\right)_{m}=h_{i j m}$.
The identities in Eqs. (9)-(13) are also valid in this scheme. It is stressed that in this scheme, both the two $4 \times 4$ symmetric matrices $\mathbf{Q}$ and $\mathbf{T}$ are positive definite. The structures and identities of $\mathbf{N}_{i}$ and $\mathbf{N}_{i}^{(-1)}(i=1,2,3)$ for Scheme 2 can be found in Appendix B. We add that the formulations for Scheme 2 presented here are somewhat different than those presented by Suo (1993) in view of the fact that $\varphi=-\xi$ with $\xi$ defined in Eq. (B1) by Suo (1993).

## 3. The Eshelby's problem for two bonded piezoelectric halfplanes with a compliant and weakly conducting interface

### 3.1. The general solution

Now we consider two dissimilar anisotropic piezoelectric halfplanes imperfectly bonded along the real axis $x_{2}=0$, as shown in Fig. 1. Here we assume that the upper half-plane contains a subdomain of arbitrary shape which has the same elastic, piezoelectric and dielectric constants as the upper half-plane and undergoes uniform eigenstrains $\left(\varepsilon_{11}^{*}, \varepsilon_{12}^{*}, \varepsilon_{22}^{*}, \varepsilon_{31}^{*}, \varepsilon_{32}^{*}\right)$ and eigenelectric fields $\left(E_{1}^{*}, E_{2}^{*}\right)$. Let $S_{0}$ and $S_{1}$ denote the subdomain and its supplement to the upper half-plane, $\Gamma$ the perfect interface separating $S_{0}$ and $S_{1}, S_{2}$ the lower half-plane. In this research all quantities in $S_{0}, S_{1}$ and $S_{2}$ will be attached with the subscripts 0,1 and 2 or the superscripts (0), (1) and (2). For example the three analytic functions $\mathbf{f}_{0}(z), \mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ are defined respectively in $S_{0}, S_{1}$ and $S_{2}$. In the analysis carried out in this section, we will adopt Scheme 1 of the Stroh formalism.

The interface conditions along the perfect interface $\Gamma$ can be expressed as (Ru, 2001)
$\mathbf{u}_{1}=\mathbf{u}_{0}+\mathbf{u}^{*}, \quad \boldsymbol{\Phi}_{1}=\boldsymbol{\Phi}_{0} \quad$ on $\Gamma$,
where $\mathbf{u}^{*}$ is the additional displacements and electric potential within the Eshelby's inclusion $S_{0}$ due to uniform eigenstrains and eigenelectric fields
$\mathbf{u}^{*}=\left(\begin{array}{c}\varepsilon_{11}^{*} x_{1}+\varepsilon_{12}^{*} x_{2} \\ \varepsilon_{12}^{*} x_{1}+\varepsilon_{22}^{*} x_{2} \\ 2\left(\varepsilon_{31}^{*} x_{1}+\varepsilon_{32}^{*} x_{2}\right) \\ -\left(E_{1}^{*} x_{1}+E_{2}^{*} x_{2}\right)\end{array}\right) \quad$ within $S_{0}$
In view of Eq. (21), we introduce the following auxiliary function vector $\mathbf{g}(z)$ :
$\mathbf{g}(z)=\left\{\begin{array}{c}\mathbf{f}_{0}(z)+\left\langle z_{\alpha}\right\rangle \mathbf{c}+<P_{\alpha}\left(z_{\alpha}\right)>\mathbf{d} \\ \mathbf{f}_{1}(z)-\left\langle D_{\alpha}\left(z_{\alpha}\right)-P_{\alpha}\left(z_{\alpha}\right)\right\rangle \mathbf{d}\end{array}\right.$,
where $\bar{z}_{\alpha}=D_{\alpha}\left(z_{\alpha}\right)$ along the interface $\Gamma$ (Ru, 2001). In addition $D_{\alpha}\left(z_{\alpha}\right)=P_{\alpha}\left(z_{\alpha}\right)+o(1)$ as $\left|z_{\alpha}\right| \rightarrow \infty$. The two complex vectors $\mathbf{c}$ and $\mathbf{d}$ appearing in Eq. (23) are related to the uniform eigenstrains and eigenelectric fields as
$\mathbf{c}=\left\langle\frac{\bar{p}_{\alpha}}{\bar{p}_{\alpha}-p_{\alpha}}\right\rangle \mathbf{B}_{1}^{T}\left[\begin{array}{c}\varepsilon_{11}^{*} \\ \varepsilon_{12}^{*} \\ 2 \varepsilon_{31}^{*} \\ -E_{1}^{*}\end{array}\right]-\left\langle\frac{1}{\bar{p}_{\alpha}-p_{\alpha}}\right\rangle \mathbf{B}_{1}^{T}\left[\begin{array}{c}\varepsilon_{12}^{*} \\ \varepsilon_{22}^{*} \\ 2 \varepsilon_{32}^{*} \\ -E_{2}^{*}\end{array}\right]$,
$\mathbf{d}=\left\langle\frac{1}{\bar{p}_{\alpha}-p_{\alpha}}\right\rangle \mathbf{B}_{1}^{T}\left[\begin{array}{c}\varepsilon_{12}^{*} \\ \varepsilon_{22}^{*} \\ 2 \varepsilon_{32}^{*} \\ -E_{2}^{*}\end{array}\right]-\left\langle\frac{p_{\alpha}}{p_{\alpha}-p_{\alpha}}\right\rangle \mathbf{B}_{1}^{T}\left[\begin{array}{c}\varepsilon_{11}^{*} \\ \varepsilon_{12}^{*} \\ 2 \varepsilon_{31}^{*} \\ -E_{1}^{*}\end{array}\right]$,
where the Stroh eigenvalues $p_{k}(k=1-4)$ are those pertaining to the upper half-plane within which the Eshelby inclusion is embedded. Our analysis (suppressed here) demonstrates that $\mathbf{g}(z)$ is analytic, continuous and single-valued everywhere in the whole upper half-plane $S_{0}+S_{1}$ including the point at infinity. We observe from Eq. (23) that $\mathbf{f}_{1}(z) \equiv \mathbf{g}(z)+\mathbf{h}(z)$ where $\mathbf{h}(z)=\left\langle D_{\alpha}\left(z_{\alpha}\right)-P_{\alpha}\left(z_{\alpha}\right)\right\rangle \mathbf{d}$ is the singular part while $\mathbf{g}(z)$ is the regular part of $\mathbf{f}_{1}(z)$ if we extend the definition region of $\mathbf{f}_{1}(z)$ to the whole upper half-plane including the domain $S_{0}$.

In addition the boundary conditions on the compliant and weakly conducting imperfect interface $x_{2}=0$ separating the two piezoelectric half-planes can be expressed as
$\sigma_{12}^{(1)}=\sigma_{12}^{(2)}, \quad \sigma_{22}^{(1)}=\sigma_{22}^{(2)}, \quad \sigma_{32}^{(1)}=\sigma_{32}^{(2)}, \quad D_{2}^{(1)}=D_{2}^{(2)}$,
$\left[\begin{array}{l}u_{1}^{(1)}-u_{1}^{(2)} \\ u_{2}^{(1)}-u_{2}^{(2)} \\ u_{3}^{(1)}-u_{3}^{(2)} \\ \phi^{(1)}-\phi^{(2)}\end{array}\right]=\Lambda\left[\begin{array}{c}\sigma_{12}^{(2)} \\ \sigma_{22}^{(2)} \\ \sigma_{32}^{(2)} \\ D_{2}^{(2)}\end{array}\right], \quad x_{2}=0$,
where the $4 \times 4$ real and symmetric matrix $\boldsymbol{\Lambda}$ is explicitly given by
$\boldsymbol{\Lambda}=\boldsymbol{\Lambda}^{T}=\left[\begin{array}{llll}\alpha_{11} & \alpha_{12} & \alpha_{13} & \alpha_{14} \\ \alpha_{12} & \alpha_{22} & \alpha_{23} & \alpha_{24} \\ \alpha_{13} & \alpha_{23} & \alpha_{33} & \alpha_{34} \\ \alpha_{14} & \alpha_{24} & \alpha_{34} & \alpha_{44}\end{array}\right]$,
where $\left[\begin{array}{lll}\alpha_{11} & \alpha_{12} & \alpha_{13} \\ \alpha_{12} & \alpha_{22} & \alpha_{23} \\ \alpha_{13} & \alpha_{23} & \alpha_{33}\end{array}\right]$ is positive definite whereas $\alpha_{44}<0$. Eq. (25) states that tractions and normal electric displacement are continuous across the interface, whereas the elastic displacements and electric potential undergo jumps on the interface which are proportional to the interface tractions and normal electric displacement. A detailed derivation of the above imperfect interface model in Eqs. (25) and (26) can be found in Appendix C.

The above imperfect boundary conditions in Eq. (25) can also be conveniently expressed in terms of $\mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ as


Fig. 1. Eshelby's problem for two imperfectly bonded anisotropic piezoelectric half-planes with an inclusion of arbitrary shape.

$$
\begin{align*}
& \mathbf{B}_{1} \mathbf{f}_{1}^{+}\left(x_{1}\right)+\overline{\mathbf{B}}_{1} \overline{\mathbf{f}}_{1}^{-}\left(x_{1}\right)=\mathbf{B}_{2} \mathbf{f}_{2}^{-}\left(x_{1}\right)+\overline{\mathbf{B}}_{2} \overline{\mathbf{f}}_{2}^{+}\left(x_{1}\right), \\
& \mathbf{A}_{1} \mathbf{f}_{1}^{+}\left(x_{1}\right)+\overline{\mathbf{A}}_{\mathbf{1}} \mathbf{f}_{1}^{( }\left(x_{1}\right)-\mathbf{A}_{2} \mathbf{f}_{2}^{-}\left(x_{1}\right)-\overline{\mathbf{A}}_{2} \mathbf{f}_{2}^{+}\left(x_{1}\right) \quad x_{2}=0  \tag{27}\\
& \quad=\boldsymbol{\Lambda}\left[\mathbf{B}_{2} \mathbf{f}_{2}^{\prime}\left(x_{1}\right)+\overline{\mathbf{B}}_{2} \overline{\mathbf{f}}_{2}^{\prime+}\left(x_{1}\right)\right],
\end{align*}
$$

It follows from Eq. (27) that
$\mathbf{f}_{1}(z)=\mathbf{B}_{1}^{-1} \overline{\mathbf{B}}_{2} \overline{\mathbf{f}}_{2}(z)+\mathbf{h}(z)-\mathbf{B}_{1}^{-1} \overline{\mathbf{B}}_{1} \overline{\mathbf{h}}(z)$,
$\overline{\mathbf{f}}_{1}(z)=\overline{\mathbf{B}}_{1}^{-1} \mathbf{B}_{2} \mathbf{f}_{2}(z)-\overline{\mathbf{B}}_{1}^{-1} \mathbf{B}_{1} \mathbf{h}(z)+\overline{\mathbf{h}}(z)$.
In writing Eq. (28), we have implicitly replaced the complex variables $z_{k},(k=1-4)$ by the common complex variable $z=x_{1}+\mathrm{i} x_{2}$ in view of the fact that $z_{1}=z_{2}=z_{3}=z_{4}=z$ on the interface $x_{2}=0$. After the analysis is finished, we will change $z$ back to the corresponding complex variables. Substituting Eq. (28) into Eq. (27) ${ }_{2}$, we obtain

$$
\begin{align*}
& \overline{\mathbf{N B}}_{2} \overline{\mathbf{f}}_{2}^{+}\left(x_{1}\right)-\mathrm{i} \Lambda \overline{\mathbf{B}}_{2} \overline{\mathbf{f}}_{2}^{\prime+}\left(x_{1}\right)-2 \mathbf{L}_{1}^{-1} \overline{\mathbf{B}}_{1} \overline{\mathbf{h}}\left(x_{1}\right) \\
& \quad=\mathbf{N B}_{2} \mathbf{f}_{2}^{-}\left(x_{1}\right)+\mathrm{i} \boldsymbol{\Lambda} \mathbf{B}_{2} \mathbf{f}_{2}^{\prime-}\left(x_{1}\right)-2 \mathbf{L}_{1}^{-1} \mathbf{B}_{1} \mathbf{h}\left(x_{1}\right), \quad x_{2}=0, \tag{29}
\end{align*}
$$

where $\mathbf{M}_{k}^{-1},(k=1,2)$ and $\mathbf{N}$ are $4 \times 4$ Hermitian matrices given by (Suo et al., 1992; Wang, 1994)

$$
\begin{align*}
& \mathbf{N}=\overline{\mathbf{M}}_{1}^{-1}+\mathbf{M}_{2}^{-1}=\mathbf{L}_{1}^{-1}+\mathbf{L}_{2}^{-1}+\mathrm{i}\left(\mathbf{S}_{1} \mathbf{L}_{1}^{-1}-\mathbf{S}_{2} \mathbf{L}_{2}^{-1}\right) \\
& \mathbf{M}_{k}^{-1}=\mathrm{i} \mathbf{A}_{k} \mathbf{B}_{k}^{-1}=\left(\mathbf{I}-\mathrm{i} \mathbf{S}_{k}\right) \mathbf{L}_{k}^{-1}, \quad(k=1,2) \tag{30}
\end{align*}
$$

We add that $\mathbf{M}_{k}^{-1},(k=1,2)$ and $\mathbf{N}$ are not positive definite (Lothe and Barnett, 1975; Suo et al., 1992). It is apparent that the left hand side of Eq. (29) is analytic in the upper half-plane, while the right hand side of Eq. (29) is analytic in the lower half-plane. Consequently the continuity condition in Eq. (29) implies that the left and right sides of Eq. (29) are identically zero in the upper and lower half-planes, respectively. It follows that:
$\mathbf{N B}_{2} \mathbf{f}_{2}(z)+\mathbf{i} \Lambda \mathbf{B}_{2} \mathbf{f}_{2}^{\prime}(z)=2 \mathbf{L}_{1}^{-1} \mathbf{B}_{1} \mathbf{h}(z), \quad \operatorname{Im}\{z\}<0$

In order to solve the coupled set of first-order differential equations in Eq. (31), we first consider the following eigenvalue problem:
$(\mathbf{N}-\lambda \boldsymbol{\Lambda}) \mathbf{v}=\mathbf{0}$.
There exist four eigenvalues to the above eigenvalue problem (the four eigenvalues are not necessarily real in view of the fact that both $\mathbf{N}$ and $\mathbf{\Lambda}$ are not positive definite). If $\lambda$ is an eigenvalue, then its conjugate $\bar{\lambda}$ is also an eigenvalue. In addition $\operatorname{Re}\{\lambda\}>0$. Let that $\lambda_{i},(i=1-4)$ be the four distinct roots and $\mathbf{v}_{i}$ the associated eigenvectors, then the following orthogonal relationship can be easily proved:
$\mathbf{J} \overline{\mathbf{\Psi}}^{\boldsymbol{T}} \mathbf{N} \boldsymbol{\Psi}=\boldsymbol{\Lambda}_{1} \boldsymbol{\Lambda}_{2}, \quad \mathbf{J} \overline{\boldsymbol{\Psi}}^{\boldsymbol{T}} \boldsymbol{\Lambda} \boldsymbol{\Psi}=\boldsymbol{\Lambda}_{2}$,
where $\Lambda_{2}$ is a $4 \times 4$ diagonal matrix, and
$\boldsymbol{\Psi}=\left[\begin{array}{llll}\mathbf{v}_{1} & \mathbf{v}_{2} & \mathbf{v}_{3} & \mathbf{v}_{4}\end{array}\right]$,
$\boldsymbol{\Lambda}_{1}=\operatorname{diag}\left[\begin{array}{llll}\lambda_{1} & \lambda_{2} & \lambda_{3} & \lambda_{4}\end{array}\right]$.
In addition the $4 \times 4$ real and symmetric matrix $J$ appearing in Eq. (33) is dependent on the nature of the four eigenvalues $\lambda_{i}, \quad(i=1-4)$. A detailed classification is given below.
(i) Four real eigenvalues (i.e., $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}>0$ ):
$\mathbf{J}=\operatorname{diag}\left[\begin{array}{llll}1 & 1 & 1 & 1\end{array}\right]$,
(ii) Two real and two complex conjugate eigenvalues (i.e., $\left.\lambda_{1}, \lambda_{2}>0, \lambda_{3}=\bar{\lambda}_{4}\right):$
$\mathbf{J}=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right]$,
(iii) Four complex eigenvalues (i.e., $\lambda_{1}=\bar{\lambda}_{2}, \lambda_{3}=\bar{\lambda}_{4}$ ):
$\mathbf{J}=\left[\begin{array}{llll}0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right]$.
Next we introduce an analytic function vector $\boldsymbol{\Omega}(z)$ such that
$\mathbf{B}_{2} \mathbf{f}_{2}(z)=\boldsymbol{\Psi} \boldsymbol{\Omega}(z)$.
Employing the orthogonal relationship in Eq. (33), then Eq. (31) can be decoupled into
$-\mathrm{i} \boldsymbol{\Lambda}_{1} \boldsymbol{\Omega}(z)+\boldsymbol{\Omega}^{\prime}(z)=-2 \mathrm{i} \boldsymbol{\Lambda}_{2}^{-1} \mathbf{J} \bar{\Psi}^{\mathrm{T}} \mathbf{L}_{1}^{-1} \mathbf{B}_{1}\left\langle D_{\alpha}(z)-P_{\alpha}(z)\right\rangle \mathbf{d}, \quad \operatorname{Im}\{z\}<0$

The general solution to the above set of decoupled differential equations can be conveniently expressed as (Yoon et al., 2006; Wang et al., 2007)
$\boldsymbol{\Omega}(z)=-2 \mathrm{i} \sum_{k=1}^{4}\left\langle\exp \left(\mathrm{i} \lambda_{\alpha} z\right)\right\rangle \int_{-\infty \mathrm{i}}^{z}\left[D_{k}(\xi)-P_{k}(\xi)\right]$

$$
\begin{equation*}
\times\left\langle\exp \left(-\mathrm{i} \lambda_{\alpha} \xi\right)\right\rangle d \xi \boldsymbol{\Lambda}_{2}^{-1} \mathbf{J} \bar{\Psi}^{\mathrm{T}} \mathbf{L}_{1}^{-1} \mathbf{B}_{1} \mathbf{I}_{k} \mathbf{d}, \quad \operatorname{Im}\{z\}<0 \tag{41}
\end{equation*}
$$

where
$\mathbf{I}_{1}=\operatorname{diag}\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right], \quad \mathbf{I}_{2}=\operatorname{diag}\left[\begin{array}{llll}0 & 1 & 0 & 0\end{array}\right]$,
$\mathbf{I}_{3}=\operatorname{diag}\left[\begin{array}{llll}0 & 0 & 1 & 0\end{array}\right]$,
$\mathbf{I}_{4}=\operatorname{diag}\left[\begin{array}{llll}0 & 0 & 0 & 1\end{array}\right]$.
Once $\boldsymbol{\Omega}(z)$ has been obtained, it is easy to arrived at $\mathbf{f}_{0}(z), \mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ by using Eqs. (23), (28) and (39). Before ending this subsection, it is of interest to look into in more detail the four eigenvalues $\lambda_{i},(i=1-4)$ determined by Eq. (32) through a specific case. Here we assume that the two piezoelectric half-planes and the middle piezoelectric interphase layer are orthotropic (Pan, 2001). In addition the two half-planes have the same material property except that the poling direction of the upper half-plane is in the positive $x_{2}$-direction while that of the lower one is in the negative $x_{2}$-direction, and the interphase is poled in the $x_{1}$ direction. Consequently the complex Hermitian matrix $\mathbf{N}$ (Suo et al., 1992; Ru, 1999) and the real and symmetric matrix $\boldsymbol{\Lambda}$ can be explicitly given by
$\mathbf{N}=2\left[\begin{array}{cccc}\frac{1}{C_{L}} & 0 & 0 & -\mathrm{i} \beta \\ 0 & \frac{1}{C_{T}} & 0 & 0 \\ 0 & 0 & \frac{1}{\sqrt{C_{44} C_{55}}} & 0 \\ i \beta & 0 & 0 & -\frac{1}{\epsilon}\end{array}\right], \quad\left(C_{L}, C_{T} \in>0, \beta<0\right)$
and
$\boldsymbol{\Lambda}=\left[\begin{array}{cccc}\rho_{11} & 0 & 0 & \rho_{14} \\ 0 & \rho_{22} & 0 & 0 \\ 0 & 0 & \rho_{33} & 0 \\ \rho_{14} & 0 & 0 & -\rho_{44}\end{array}\right]$,
where

$$
\begin{align*}
& \rho_{11}=\frac{h t c_{22}^{(c)}}{C_{66}^{(c)} \epsilon_{22}^{(c)}+e_{62}^{(c) 2}}>0, \quad \rho_{22}=\frac{h}{C_{22}^{(c)}}>0, \quad \rho_{33}=\frac{h}{C_{44}^{(c)}}>0,  \tag{45}\\
& \rho_{44}=\frac{h c_{66}^{(c)}}{C_{66}^{(c)} \epsilon_{22}^{(c)}+e_{26}^{(c)}}>0, \quad \rho_{14}=\frac{h_{26}^{(c)}}{C_{66}^{(c)}\left(c_{22}^{(c)}+e_{26}^{(c)}\right.} .
\end{align*}
$$

Now that the four eigenvalues to Eq. (32) can be given by
$\lambda_{1}=\frac{2}{\rho_{22} C_{T}}>0, \quad \lambda_{2}=\frac{2}{\rho_{33} \sqrt{C_{44} C_{55}}}>0$,
and

$$
\begin{align*}
& \lambda_{3,4}=\frac{\frac{\rho_{11}}{\epsilon}+\frac{\rho_{44}}{C_{L}} \pm \sqrt{\left(\frac{\rho_{11}}{\epsilon}+\frac{\rho_{44}}{C_{L}}\right)^{2}-4\left(\frac{1}{\epsilon C_{L}}+\beta^{2}\right)\left(\rho_{11} \rho_{44}+\rho_{14}^{2}\right)}}{\rho_{11} \rho_{44}+\rho_{14}^{2}}>0, \\
& \text { when } \left\lvert\, \frac{1}{\epsilon} \sqrt{\frac{\rho_{11}}{\rho_{44}}-\frac{1}{C_{L}} \sqrt{\frac{\rho_{44}}{\rho_{14}}} \left\lvert\, \geqslant 2 \sqrt{\beta^{2}+\frac{\rho_{14}^{2}}{\rho_{11} \rho_{44}}\left(\frac{1}{\epsilon C_{L}}+\beta^{2}\right)}\right. ; \text { or }}\right.  \tag{47}\\
& \lambda_{3,4}=\frac{\frac{\rho_{11}}{\epsilon}+\frac{\rho_{44}}{C_{L}} \pm i \sqrt{4\left(\frac{1}{\epsilon C_{L}}+\beta^{2}\right)\left(\rho_{11} \rho_{44}+\rho_{14}^{2}\right)-\left(\frac{\rho_{11}}{\epsilon}+\frac{\rho_{44}}{C_{L}}\right)^{2}}}{\rho_{11} \rho_{44}+\rho_{14}^{2}}, \\
& \operatorname{Re}\left\{\lambda_{3}\right\}=\operatorname{Re}\left\{\lambda_{4}\right\}>0 \tag{48}
\end{align*}
$$

when $\left|\frac{1}{\epsilon} \sqrt{\frac{\rho_{11}}{\rho_{44}}}-\frac{1}{C_{L}} \sqrt{\frac{\rho_{44}}{\rho_{11}}}\right|<2 \sqrt{\beta^{2}+\frac{\rho_{14}^{2}}{\rho_{11} \rho_{44}}\left(\frac{1}{\epsilon C_{L}}+\beta^{2}\right)}$. Among the above four eigenvalues, $\lambda_{2}$ belongs to the decoupled anti-plane deformation.

### 3.2. An example of elliptical inclusion

In the following we illustrate the obtained general solution through an example of an elliptical inclusion with semi-major and semi-minor axes $a$ and $b$. We further assume that the major axis is parallel to the $x_{1}$-axis and the center of the ellipse is located at $x_{1}=0$ and $x_{2}=\delta(\delta>b)$. In this case $D_{k}(z), P_{k}(z)$ and $D_{k}(z)-P_{k}(z)$ can be explicitly determined as!
$D_{k}(z)=\frac{a^{2}+\left|p_{k}\right|^{2} b^{2}}{a^{2}+p_{k}^{2} b^{2}}\left(z-p_{k} \delta\right)+\bar{p}_{k} \delta+\frac{\mathrm{i}\left(p_{k}-\bar{p}_{k}\right) a b}{a^{2}+p_{k}^{2} b^{2}}$

$$
\begin{equation*}
\times \sqrt{\left(z-p_{k} \delta\right)^{2}-\left(a^{2}+p_{k}^{2} b^{2}\right)} \tag{49}
\end{equation*}
$$

$P_{k}(z)=\frac{a-\mathrm{i} \bar{p}_{k} b}{a-\mathrm{i} p_{k} b} z-\frac{a\left(p_{k}-\bar{p}_{k}\right)}{a-\mathrm{i} p_{k} b} \delta$,
$D_{k}(z)-P_{k}(z)=\frac{\mathrm{i}\left(\bar{p}_{k}-p_{k}\right) a b}{z-p_{k} \delta+\sqrt{\left(z-p_{k} \delta\right)^{2}-\left(a^{2}+p_{k}^{2} b^{2}\right)}}$.
Consequently the analytic function vector $\boldsymbol{\Omega}(z)$ can be explicitly determined as

$$
\begin{array}{r}
\boldsymbol{\Omega}(z)=a b \sum_{k=1}^{4}\left(p_{k}-\bar{p}_{k}\right)\left\langle\operatorname { e x p } [ \mathrm { i } \lambda _ { \alpha } ( z - p _ { k } \delta ) ] Y \left[\mathbf{i} \lambda_{\alpha}\left(z-p_{k} \delta\right),\right.\right. \\
 \tag{52}\\
\left.\left.\lambda_{\alpha} \sqrt{a^{2}+p_{k}^{2} b^{2}}\right]\right\rangle \boldsymbol{\Lambda}_{2}^{-1} \mathbf{J}^{T} \mathbf{L}_{1}^{-1} \mathbf{B}_{1} \mathbf{I}_{k} \mathbf{d}, \quad \operatorname{Im}\{z\}<0,
\end{array}
$$

where $Y(z, \beta)$ is an introduced integral function defined by
$Y(z, \beta)=\int_{z}^{\infty} \frac{2 \exp (-\xi)}{\xi+\sqrt{\xi^{2}+\beta^{2}}} \mathrm{~d} \xi$.
Apparently $Y(z, 0)=E_{1}(z)$, the exponential integral (Abramovitz and Stegun, 1972). In view of Eqs. (23), (28), (39) and (52), the three analytic function vectors $\mathbf{f}_{0}(z)$ within the inclusion, $\mathbf{f}_{1}(z)$ in the upper half-plane but outside the inclusion and $\mathbf{f}_{2}(z)$ in the lower half-plane can now be explicitly given by

$$
\begin{align*}
& \mathbf{f}_{0}(z)= a b \\
& \sum_{k=1}^{4}\left(\bar{p}_{k}-p_{k}\right) \mathbf{B}_{1}^{-1} \bar{\Psi}\left\langle\exp \left[-\mathrm{i} \bar{\lambda}_{\alpha}\left(z-\bar{p}_{k} \delta\right)\right] Y\right. \\
&\left.\times\left[-\mathrm{i} \overline{\mathrm{\lambda}}_{\alpha}\left(z-\bar{p}_{k} \delta\right), \bar{\lambda}_{\alpha} \sqrt{a^{2}+\bar{p}_{k}^{2} b^{2}}\right]\right\rangle \overline{\boldsymbol{\Lambda}}_{2}^{-1} \mathbf{J}^{\top} \mathbf{L}_{1}^{-1} \overline{\mathbf{B}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}} \\
&-\mathbf{B}_{1}^{-1} \overline{\mathbf{B}}_{1}\left\langle\frac{\operatorname{iab}\left(\bar{p}_{\alpha}-p_{\alpha}\right)}{z-\bar{p}_{\alpha} \delta+\sqrt{\left(z-\bar{p}_{\alpha} \delta\right)^{2}-\left(a^{2}+\bar{p}_{\alpha}^{2} b^{2}\right)}}\right\rangle \overline{\mathbf{d}}  \tag{54}\\
&-z\left[\mathbf{c}+\left\langle\frac{a-\mathrm{i} \overline{\mathrm{p}}_{\alpha} b}{a-\mathrm{i} p_{\alpha} b}\right\rangle \mathbf{d}\right], \quad z \in S_{0}
\end{align*}
$$

$$
\begin{align*}
\mathbf{f}_{1}(z)= & a b \sum_{k=1}^{4}\left(\bar{p}_{k}-p_{k}\right) \mathbf{B}_{1}^{-1} \overline{\boldsymbol{\Psi}}\left\langle\exp \left[-\mathrm{i} \bar{\lambda}_{\alpha}\left(z-\bar{p}_{k} \delta\right)\right] Y\right. \\
& \left.\times\left[-\mathrm{i} \bar{\lambda}_{\alpha}\left(z-\bar{p}_{k} \delta\right), \bar{\lambda}_{\alpha} \sqrt{a^{2}+\bar{p}_{k}^{2} b^{2}}\right]\right\rangle \overline{\boldsymbol{\Lambda}}_{2}^{-1} \mathbf{J}^{T} \mathbf{L}_{1}^{-1} \overline{\mathbf{B}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}} \\
& -\mathbf{B}_{1}^{-1} \overline{\mathbf{B}}_{1}\left\langle\frac{\mathrm{i} a b\left(\bar{p}_{\alpha}-p_{\alpha}\right)}{z-\bar{p}_{\alpha} \delta+\sqrt{\left(z-\bar{p}_{\alpha} \delta\right)^{2}-\left(a^{2}+\bar{p}_{\alpha}^{2} b^{2}\right)}}\right\rangle \overline{\mathbf{d}} \\
& +\left\langle\frac{\mathrm{i} a b\left(\bar{p}_{\alpha}-p_{\alpha}\right)}{z-p_{\alpha} \delta+\sqrt{\left(z-p_{\alpha} \delta\right)^{2}-\left(a^{2}+p_{\alpha}^{2} b^{2}\right)}}\right\rangle \mathbf{d}, \quad z \in S_{1} \tag{55}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{f}_{2}(z)=a b \sum_{k=1}^{4}\left(p_{k}-\bar{p}_{k}\right) \mathbf{B}_{2}^{-1} \boldsymbol{\Psi}\left\langle\exp \left[\mathrm{i} \lambda_{\alpha}\left(z-p_{k} \delta\right)\right] Y\right. \\
& \left.\times\left[\mathrm{i} \lambda_{\alpha}\left(z-p_{k} \delta\right), \lambda_{\alpha} \sqrt{a^{2}+p_{k}^{2} b^{2}}\right]\right\rangle \boldsymbol{\Lambda}_{2}^{-1} \mathbf{J} \bar{\Psi}^{T} \mathbf{L}_{1}^{-1} \mathbf{B}_{1} \mathbf{I}_{k} \mathbf{d}, \quad z \in S_{2} \tag{56}
\end{align*}
$$

It is not difficult to write down the full-field expressions of $\mathbf{f}_{0}(z), \mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ as follows:

$$
\begin{align*}
\mathbf{f}_{0}(z)= & a b \sum_{m=1}^{4} \sum_{k=1}^{4}\left(\bar{p}_{k}-p_{k}\right)\left\langle\exp \left[-\mathrm{i} \bar{\lambda}_{m}\left(z_{\alpha}-\bar{p}_{k} \delta\right)\right] Y\right. \\
& \left.\times\left[-\mathrm{i} \bar{\lambda}_{m}\left(z_{\alpha}-\bar{p}_{k} \delta\right), \bar{\lambda}_{m} \sqrt{a^{2}+\bar{p}_{k}^{2} b^{2}}\right]\right\rangle \mathbf{B}_{1}^{-1} \bar{\Psi}_{m} \overline{\boldsymbol{\Lambda}}_{2}^{-1} \mathbf{J}^{T} \mathbf{L}_{1}^{-1} \overline{\mathbf{B}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}} \\
& -\sum_{k=1}^{4}\left\langle\frac{\mathrm{i} a b\left(\bar{p}_{\alpha}-p_{\alpha}\right)}{z_{\alpha}-\bar{p}_{\alpha} \delta+\sqrt{\left(z_{\alpha}-\bar{p}_{\alpha} \delta\right)^{2}-\left(a^{2}+\bar{p}_{\alpha}^{2} b^{2}\right)}}\right\rangle \mathbf{B}_{1}^{-1} \overline{\mathbf{B}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}} \\
& -\left\langle z_{\alpha}\right\rangle\left[\mathbf{c}+\left\langle\frac{a-\mathrm{i} \overline{\mathrm{p}}_{\alpha} b}{a-\mathrm{i} p_{\alpha} b}\right\rangle \mathbf{d}\right] \tag{57}
\end{align*}
$$

$$
\begin{align*}
\mathbf{f}_{1}(z)= & a b \sum_{m=1}^{4} \sum_{k=1}^{4}\left(\bar{p}_{k}-p_{k}\right)\left\langle\exp \left[-\mathrm{i} \bar{\lambda}_{m}\left(z_{\alpha}-\bar{p}_{k} \delta\right)\right] Y\right. \\
& \left.\times\left[-\mathrm{i} \bar{\lambda}_{m}\left(z_{\alpha}-\bar{p}_{k} \delta\right), \bar{\lambda}_{m} \sqrt{a^{2}+\bar{p}_{k}^{2} b^{2}}\right]\right\rangle \mathbf{B}_{1}^{-1} \bar{\Psi} \mathbf{I}_{m} \overline{\boldsymbol{\Lambda}}_{2}^{-1} \mathbf{J} \Psi^{T} \mathbf{L}_{1}^{-1} \overline{\mathbf{B}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}} \\
& -\sum_{k=1}^{4}\left\langle\frac{\mathrm{i} a b\left(\bar{p}_{\alpha}-p_{\alpha}\right)}{z_{\alpha}-\bar{p}_{\alpha} \delta+\sqrt{\left(z_{\alpha}-\bar{p}_{\alpha} \delta\right)^{2}-\left(a^{2}+\bar{p}_{\alpha}^{2} b^{2}\right)}}\right\rangle \mathbf{B}_{1}^{-1} \overline{\mathbf{B}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}} \\
& +\left\langle\frac{\mathrm{i} a b\left(\bar{p}_{\alpha}-p_{\alpha}\right)}{z_{\alpha}-p_{\alpha} \delta+\sqrt{\left(z_{\alpha}-p_{\alpha} \delta\right)^{2}-\left(a^{2}+p_{\alpha}^{2} b^{2}\right)}}\right\rangle \mathbf{d} \tag{58}
\end{align*}
$$

$$
\begin{align*}
\mathbf{f}_{2}(z)= & a b \sum_{m=1}^{4} \sum_{k=1}^{4}\left(p_{k}-\bar{p}_{k}\right)\left\langle\exp \left[\mathrm{i} \lambda_{m}\left(z_{\alpha}^{*}-p_{k} \delta\right)\right] Y\right. \\
& \left.\times\left[\mathrm{i} \lambda_{m}\left(z_{\alpha}^{*}-p_{k} \delta\right), \lambda_{m} \sqrt{a^{2}+p_{k}^{2} b^{2}}\right]\right\rangle \mathbf{B}_{2}^{-1} \Psi \mathbf{I}_{m} \mathbf{\Lambda}_{2}^{-1} \mathbf{J} \bar{\Psi}^{T} \mathbf{L}_{1}^{-1} \mathbf{B}_{1} \mathbf{I}_{k} \mathbf{d} \tag{59}
\end{align*}
$$

where the superscript '*' is utilized to distinguish the Stroh eignvalues associated with the lower half-plane $\left(z_{\alpha}^{*}\right)$ from those associated with the upper half-plane $\left(z_{\alpha}\right)$.

It is clearly observed from Eq. (57) that the electroelastic field inside the elliptical inclusion is intrinsically non-uniform even when the material properties of the two piezoelectric half-planes are exactly the same. The tractions and normal electric displacement distributed along the whole imperfect interface $x_{2}=0$ can also be simply given by

$$
\begin{align*}
{\left[\begin{array}{l}
\sigma_{12} \\
\sigma_{22} \\
\sigma_{32} \\
D_{2}
\end{array}\right]=} & 4 a b R e\left\{\sum_{k=1}^{4}\left(p_{k}-\bar{p}_{k}\right) \boldsymbol{\Psi}\left\langle\frac{\omega\left[\mathrm{i} \lambda_{\alpha}\left(x_{1}-p_{k} \delta\right), \lambda_{\alpha} \sqrt{a^{2}+p_{k}^{2} b^{2}}\right]-1}{x_{1}-p_{k} \delta+\sqrt{\left(x_{1}-p_{k} \delta\right)^{2}-\left(a^{2}+p_{k}^{2} b^{2}\right)}}\right\rangle\right. \\
& \left.\times \boldsymbol{\Lambda}_{2}^{-1} \mathbf{J} \bar{\Psi}^{T} \mathbf{L}_{1}^{-1} \mathbf{B}_{1} \mathbf{I}_{k} \mathbf{d}\right\}, x_{2}=0 \tag{60}
\end{align*}
$$

where the function $\omega(z, \beta)$ is defined by (Wang et al., 2007)
$\omega(z, \beta)=\exp (z)\left[z+\sqrt{z^{2}+\beta^{2}}\right] \int_{z}^{\infty} \frac{\exp (-\xi)}{\xi+\sqrt{\xi^{2}+\beta^{2}}} \mathrm{~d} \xi$.
The jumps in elastic displacements and electric potential along the imperfect interface can then be easily obtained by using Eqs. (25) and (60). By noticing the following far field asymptotic behavior of $\omega(z, \beta)$
$\omega(z, \beta) \cong 1-\frac{1}{z}+o\left(\frac{1}{z^{2}}\right), \quad|z| \rightarrow \infty$
then the tractions and normal electric displacement along $x_{2}=0$ at far field when $\left|x_{1}\right| \rightarrow \infty$ are
$\left[\begin{array}{c}\sigma_{12} \\ \sigma_{22} \\ \sigma_{32} \\ D_{2}\end{array}\right] \cong \frac{2 a b}{x_{1}^{2}} \operatorname{Im}\left\{\mathbf{N}^{-1} \mathbf{L}_{1}^{-1} \mathbf{B}_{1}\left\langle\bar{p}_{\alpha}-p_{\alpha}\right\rangle \mathbf{d}\right\}+o\left(\frac{1}{x_{1}^{3}}\right)$,
$\left|x_{1}\right| \rightarrow \infty, \quad$ and $\quad x_{2}=0$
which clearly indicates that the imperfection of the interface has no influence on the leading $1 / x_{1}^{2}$ term in the far-field asymptotic expansion! Expression (63) can be easily generalized to an arbitrary shaped inclusion of area $A$ embedded in the upper half-plane such that

$$
\begin{align*}
{\left[\begin{array}{c}
\sigma_{12} \\
\sigma_{22} \\
\sigma_{32} \\
D_{2}
\end{array}\right] } & \cong \frac{A}{\pi x_{1}^{2}}\left(\widetilde{\mathbf{L}}\left[\begin{array}{c}
\varepsilon_{12}^{*} \\
\varepsilon_{22}^{*} \\
2 \varepsilon_{32}^{*} \\
-E_{2}^{*}
\end{array}\right]-\left[\widetilde{\mathbf{L}} \mathbf{L}_{1}^{-1}\left(\mathbf{N}_{1}^{(1) T} \mathbf{L}_{1}-\mathbf{N}_{3}^{(1)} \mathbf{S}_{1}\right)\right.\right. \\
& \left.\left.-\widetilde{W} \mathbf{L}_{1}^{-1} \mathbf{N}_{3}^{(1)}\right]\left[\begin{array}{c}
\varepsilon_{11}^{*} \\
\varepsilon_{12}^{*} \\
2 \varepsilon_{31}^{*} \\
-E_{1}^{*}
\end{array}\right]\right)+o\left(\frac{1}{x_{1}^{3}}\right), \quad\left|x_{1}\right| \rightarrow \infty, \text { and } x_{2}=0 \tag{64}
\end{align*}
$$

where
$\widetilde{\mathbf{L}}=\left(\mathbf{D}-\mathbf{W}^{T} \mathbf{D}^{-1} \mathbf{W}\right)^{-1}, \quad \widetilde{\mathbf{W}}=\mathbf{D}^{-1} \mathbf{W} \widetilde{\mathbf{L}}$,
and
$\mathbf{D}=\mathbf{L}_{1}^{-1}+\mathbf{L}_{2}^{-1}, \quad \mathbf{W}=\mathbf{S}_{1} \mathbf{L}_{1}^{-1}-\mathbf{S}_{2} \mathbf{L}_{2}^{-1}$.
During the derivation of the above real form solution, we have adopted the identities in Eqs. (10) and (11).
3.3. Far-field expansions of the analytic function vectors for an arbitrary shaped inclusion

It follows from Eqs. (58) and (59) that the far-field asymptotic expansions of $\mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ for an arbitrary shaped inclusion of area $A$ embedded in the upper half-plane can be simply derived as

$$
\begin{align*}
\mathbf{f}_{1}(z)= & \frac{A}{2 \pi}\left\langle\left(z_{\alpha}\right)^{-1}\right\rangle \mathbf{B}_{1}^{-1}\left\{\overline { \mathbf { N } } ^ { - 1 } \mathbf { L } _ { 1 } ^ { - 1 } \left[\left(\mathbf{N}_{1}^{(1) T} \mathbf{L}_{1}-\mathbf{N}_{3}^{(1)} \mathbf{S}_{1}\right.\right.\right. \\
& \left.\left.\left.+\mathrm{i} \mathbf{N}_{3}^{(1)}\right) \varepsilon_{1}^{*}-\mathbf{L}_{1} \boldsymbol{\varepsilon}_{2}^{*}\right]-\mathrm{i} \mathbf{N}_{3}^{(1)} \boldsymbol{\varepsilon}_{1}^{*}\right\}+o\left(\left\langle\left(z_{\alpha}\right)^{-2}\right\rangle\right), \tag{67}
\end{align*}
$$

$$
\begin{align*}
\mathbf{f}_{2}(z)= & \frac{A}{2 \pi}\left\langle\left(z_{\alpha}^{*}\right)^{-1}\right\rangle \mathbf{B}_{2}^{-1} \mathbf{N}^{-1} \mathbf{L}_{1}^{-1}\left[\left(\mathbf{N}_{1}^{(1) T} \mathbf{L}_{1}-\mathbf{N}_{3}^{(1)} \mathbf{S}_{1}-\mathrm{i} \mathbf{N}_{3}^{(1)}\right) \boldsymbol{\varepsilon}_{1}^{*}\right. \\
& \left.-\mathbf{L}_{1} \boldsymbol{\varepsilon}_{2}^{*}\right]+o\left(\left\langle\left(z_{\alpha}^{*}\right)^{-2}\right\rangle\right), \tag{68}
\end{align*}
$$

where
$\boldsymbol{\varepsilon}_{1}^{*}=\left[\begin{array}{llll}\varepsilon_{11}^{*} & \varepsilon_{12}^{*} & 2 \varepsilon_{31}^{*} & -E_{1}^{*}\end{array}\right]^{T}, \quad \boldsymbol{\varepsilon}_{2}^{*}=\left[\begin{array}{llll}\varepsilon_{12}^{*} & \varepsilon_{22}^{*} & 2 \varepsilon_{32}^{*} & -E_{2}^{*}\end{array}\right]^{T}$.

Interestingly the leading terms in the far-field asymptotic behaviors of $\mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ are independent of the imperfection of the interface, and they satisfy the perfect boundary conditions on $x_{2}=0$. The result in Eq. (64) can also be obtained from Eq. (68) by taking differentiation. When the two piezoelectric halfplanes are exactly the same, it can be easily deduced from Eqs.
(67) and (68) that

$$
\begin{align*}
\mathbf{f}_{1}(z)=\mathbf{f}_{2}(z)= & \frac{A}{4 \pi}\left\langle\left(z_{\alpha}\right)^{-1}\right\rangle \mathbf{B}^{-1} \\
& \times\left[\left(\mathbf{N}_{1}^{T} \mathbf{L}-\mathbf{N}_{3} \mathbf{S}-\mathrm{i} \mathbf{N}_{3}\right) \boldsymbol{\varepsilon}_{1}^{*}-\mathbf{L} \boldsymbol{\varepsilon}_{2}^{*}\right]+o\left(\left\langle\left(z_{\alpha}\right)^{-2}\right\rangle\right) . \tag{70}
\end{align*}
$$

## 4. The Eshelby's problem for two bonded piezoelectric halfplanes with a stiff and highly conducting interface

### 4.1. The general solution

In this section, we discuss the case in which the interface between the two piezoelectric half-planes is stiff and highly conducting. The boundary conditions on the stiff and highly conducting imperfect interface $x_{2}=0$ can be expressed as
$u_{1}^{(1)}=u_{1}^{(2)}, \quad u_{2}^{(1)}=u_{2}^{(2)}, \quad u_{3}^{(1)}=u_{3}^{(2)}, \quad \phi^{(1)}=\phi^{(2)}$,
$\left[\begin{array}{l}\sigma_{12}^{(1)} \\ \sigma_{22}^{(1)} \\ \sigma_{32}^{(1)} \\ D_{2}^{(1)}\end{array}\right]-\left[\begin{array}{l}\sigma_{12}^{(2)} \\ \sigma_{22}^{(2)} \\ \sigma_{32}^{(2)} \\ D_{2}^{(2)}\end{array}\right]=-\mathbf{E} \frac{\partial^{2}}{\partial x_{1}^{2}}\left[\begin{array}{l}u_{1}^{(2)} \\ u_{2}^{(2)} \\ u_{3}^{(2)} \\ \phi^{(2)}\end{array}\right], \quad x_{2}=0$,
where
$\mathbf{E}=\mathbf{E}^{T}=\left[\begin{array}{cccc}E_{11} & 0 & E_{13} & E_{14} \\ 0 & 0 & 0 & 0 \\ E_{13} & 0 & E_{33} & E_{34} \\ E_{14} & 0 & E_{34} & E_{44}\end{array}\right]$,
with $E_{11}>0, E_{33}>0, E_{11} E_{33}-E_{13}^{2}>0$ and $E_{44}<0$. Eq. (71), which can be termed a generalized "membrane type interface" (Benveniste and Miloh, 2001; Benveniste, 2006; Erdogan and Ozturk, 2008; Guler, 2008), states that displacements and electric potential are continuous across the interface, whereas tractions and normal electric displacement undergo jumps on the interface which are proportional to certain surface differential operators of the interface displacements and electric potential. It is clearly observed from Eq. (71) that the normal stress $\sigma_{22}$ is still continuous across the imperfect interface. A detailed derivation of the above imperfect interface model in Eqs. (71) and (72) can be found in Appendix C. In the analysis carried out in this section, we will also adopt Scheme 1 of the Stroh formalism.

The boundary conditions in Eq. (71) can also be concisely written in terms of $\mathbf{u}$ and $\boldsymbol{\Phi}$ as
$\mathbf{u}_{1}=\mathbf{u}_{2}, \quad \boldsymbol{\Phi}_{1}-\boldsymbol{\Phi}_{2}=-\mathbf{E} \mathbf{u}_{2,1}, \quad \chi_{2}=0$
or in terms of the two analytic function vectors $\mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ as

$$
\begin{align*}
& \mathbf{A}_{\mathbf{1}} \mathbf{f}_{1}^{+}\left(x_{1}\right)+\overline{\mathbf{A}}_{1} \overline{\mathbf{f}}_{1}^{-}\left(x_{1}\right)=\mathbf{A}_{2} \mathbf{f}_{2}^{-}\left(x_{1}\right)+\overline{\mathbf{A}}_{2} \overline{\mathbf{f}}_{2}^{+}\left(x_{1}\right), \\
& \mathbf{B}_{1} \mathbf{f}_{1}^{+}\left(x_{1}\right)+\overline{\mathbf{B}}_{1} \overline{\mathbf{f}}_{1}^{-}\left(x_{1}\right)-\mathbf{B}_{2} \mathbf{f}_{2}^{-}\left(x_{1}\right)-\overline{\mathbf{B}}_{2} \overline{\mathbf{f}}_{2}^{+}\left(x_{1}\right) \quad x_{2}=0  \tag{74}\\
& \quad=-\mathbf{E}\left[\mathbf{A}_{2} \mathbf{f}_{2}^{-}\left(x_{1}\right)+\overline{\mathbf{A}}_{2} \mathbf{f}_{2}^{+}\left(x_{1}\right)\right],
\end{align*}
$$

It follows from Eq. (74) that:

$$
\begin{align*}
& \mathbf{f}_{1}(z)=\mathbf{A}_{1}^{-1} \overline{\mathbf{A}}_{2} \overline{\mathbf{f}}_{2}(z)+\mathbf{h}(z)-\mathbf{A}_{1}^{-1} \overline{\mathbf{A}}_{1} \overline{\mathbf{h}}(z), \\
& \overline{\mathbf{f}}_{1}(z)=\overline{\mathbf{A}}_{1}^{-1} \mathbf{A}_{2} \mathbf{f}_{2}(z)-\overline{\mathbf{A}}_{1}^{-1} \mathbf{A}_{1} \mathbf{h}(z)+\overline{\mathbf{h}}(z) . \tag{75}
\end{align*}
$$

Substituting Eq. (75) into Eq. (74) 2 , we can finally arrive at the following set of coupled differential equations:
$\boldsymbol{\Pi} \mathbf{A}_{2} \mathbf{f}_{2}(z)+\mathbf{i} \mathbf{A}_{2} \mathbf{f}_{2}^{\prime}(z)=2 \mathbf{H}_{1}^{-1} \mathbf{A}_{1} \mathbf{h}(z), \quad \operatorname{Im}\{z\}<0$,
where $\Pi$ is a $4 \times 4$ Hermitian matrix defined by
$\boldsymbol{\Pi}=\overline{\mathbf{M}}_{1}+\mathbf{M}_{2}$,
$\mathbf{M}_{k}=-\mathrm{i} \mathbf{B}_{k} \mathbf{A}_{k}^{-1}=\mathbf{H}_{k}^{-1}\left(\mathbf{I}+\mathrm{i} \mathbf{S}_{k}\right), \quad(k=1,2)$.
In order to solve Eq. (76), we consider the following eigenvalue problem:
$(\mathbf{E}-\lambda \boldsymbol{\Pi}) \mathbf{v}=\mathbf{0}$.
It is apparent that: (i) if $\lambda$ is an eigenvalue, then its conjugate $\bar{\lambda}$ is also an eigenvalue; (ii) $\lambda=0$ is an eigenvalue, and the real parts of all the other three non-zero eigenvalues are positive. Let that $\lambda_{1}=0$ and $\lambda_{i},(i=2,3,4)$ be the four distinct roots and $\mathbf{v}_{i}$ the associated eigenvectors, then the following orthogonal relationship can be easily proved:
$\boldsymbol{J} \bar{\Psi}^{\top} \mathbf{E} \boldsymbol{\Psi}=\boldsymbol{\Lambda}_{1} \boldsymbol{\Lambda}_{2}, \quad \boldsymbol{J} \overline{\boldsymbol{\Psi}}^{\mathrm{T}} \boldsymbol{\Pi} \boldsymbol{\Psi}=\boldsymbol{\Lambda}_{2}$,
where $\boldsymbol{\Lambda}_{2}$ is a $4 \times 4$ diagonal matrix, and
$\boldsymbol{\Psi}=\left[\begin{array}{llll}\mathbf{v}_{1} & \mathbf{v}_{2} & \mathbf{v}_{3} & \mathbf{v}_{4}\end{array}\right]$,
$\boldsymbol{\Lambda}_{1}=\operatorname{diag}\left[\begin{array}{llll}0 & \lambda_{2} & \lambda_{3} & \lambda_{4}\end{array}\right]$.
In addition the $4 \times 4$ real and symmetric matrix $\mathbf{J}$ is dependent on the nature of the four eigenvalues $\lambda_{i},(i=1-4)$. A detailed classification is given below.
(i) Four real eigenvalues (i.e., $\lambda_{2}, \lambda_{3}, \lambda_{4}>0$ ):
$\mathbf{J}=\operatorname{diag}\left[\begin{array}{llll}1 & 1 & 1 & 1\end{array}\right]$,
(ii) Two real and two complex conjugate eigenvalues (i.e., $\left.\lambda_{2}>0, \lambda_{3}=\bar{\lambda}_{4}\right):$
$\mathbf{J}=\left[\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right]$.
Next we introduce an analytic function vector $\boldsymbol{\Omega}(z)=\left[\Omega_{1}(z)\right.$ $\left.\Omega_{2}(z) \Omega_{3}(z) \Omega_{4}(z)\right]^{T}$ such that
$\mathbf{A}_{\mathbf{2}} \mathbf{f}_{2}(z)=\boldsymbol{\Psi} \boldsymbol{\Omega}(z)$.
Employing the orthogonal relationship in Eq. (80), then Eq. (76) can be decoupled into
$\boldsymbol{\Omega}(z)+\mathbf{i} \boldsymbol{\Lambda}_{1} \boldsymbol{\Omega}^{\prime}(z)=2 \boldsymbol{\Lambda}_{2}^{-1} \overline{\mathbf{J}}^{\mathrm{T}} \mathbf{H}_{1}^{-1} \mathbf{A}_{1}\left\langle D_{\alpha}(z)-P_{\alpha}(z)\right\rangle \mathbf{d}, \quad \operatorname{Im}\{z\}<0$.

The general solution to the above set of decoupled differential equations can be conveniently expressed as
$\boldsymbol{\Omega}(z)=\sum_{k=1}^{4}\left\langle F_{\alpha}^{k}(z)\right\rangle \boldsymbol{\Lambda}_{2}^{-1} \bar{J}^{\top} \mathbf{H}_{1}^{-1} \mathbf{A}_{1} \mathbf{I}_{k} \mathbf{d}$,
where the analytic functions $F_{m}^{k}(z)$ are defined by
$F_{m}^{k}(z)=\left\{\begin{array}{lr}2\left[D_{k}(z)-P_{k}(z)\right], & m=1 \\ -2 \mathrm{i} \lambda_{m}^{-1} \exp \left(\mathrm{i} \lambda_{m}^{-1} z\right) \int_{-\infty \mathrm{i}}^{z}\left[D_{k}(\xi)-P_{k}(\xi)\right] \exp \left(-\mathrm{i} \lambda_{m}^{-1} \xi\right) \mathrm{d} \xi, & m=2,3,4\end{array}\right.$

Consequently it is not difficult to write down the full-field solutions of $\mathbf{f}_{0}(z), \mathbf{f}_{1}(z)$ and $\mathbf{f}_{2}(z)$ as follows:

$$
\begin{align*}
\mathbf{f}_{0}(z)= & \sum_{m=1}^{4} \sum_{k=1}^{4}\left\langle\bar{F}_{m}^{k}\left(z_{\alpha}\right)\right\rangle \mathbf{A}_{1}^{-1} \overline{\boldsymbol{\Psi}} \mathbf{I}_{m} \overline{\boldsymbol{\Lambda}}_{2}^{-1} \mathbf{J} \boldsymbol{\Psi}^{T} \mathbf{H}_{1}^{-1} \overline{\mathbf{A}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}} \\
& -\sum_{k=1}^{4}\left\langle\bar{D}_{k}\left(z_{\alpha}\right)-\bar{P}_{k}\left(z_{\alpha}\right)\right\rangle \mathbf{A}_{1}^{-1} \overline{\mathbf{A}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}}-\left\langle z_{\alpha}\right\rangle \mathbf{c}-\left\langle P_{\alpha}\left(z_{\alpha}\right)\right\rangle \mathbf{d},  \tag{89}\\
\mathbf{f}_{1}(z)= & \sum_{m=1}^{4} \sum_{k=1}^{4}\left\langle\bar{F}_{m}^{k}\left(z_{\alpha}\right)\right\rangle \mathbf{A}_{1}^{-1} \overline{\boldsymbol{\Psi}} \mathbf{I}_{m} \overline{\boldsymbol{\Lambda}}_{2}^{-1} \mathbf{J} \boldsymbol{\Psi}^{T} \mathbf{H}_{1}^{-1} \overline{\mathbf{A}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}}-\sum_{k=1}^{4}\left\langle\bar{D}_{k}\left(z_{\alpha}\right)\right. \\
& \left.-\bar{P}_{k}\left(z_{\alpha}\right)\right\rangle \mathbf{A}_{1}^{-1} \overline{\mathbf{A}}_{1} \mathbf{I}_{k} \overline{\mathbf{d}}+\left\langle D_{\alpha}\left(z_{\alpha}\right)-P_{\alpha}\left(z_{\alpha}\right)\right\rangle \mathbf{d},  \tag{90}\\
\mathbf{f}_{2}(z)= & \sum_{m=1}^{4} \sum_{k=1}^{4}\left\langle F_{m}^{k}\left(z_{\alpha}^{*}\right)\right\rangle \mathbf{A}_{2}^{-1} \boldsymbol{\Psi} \mathbf{I}_{m} \mathbf{\Lambda}_{2}^{-1} \mathbf{J} \bar{\Psi}^{T} \mathbf{H}_{1}^{-1} \mathbf{A}_{1} \mathbf{I}_{k} \mathbf{d} . \tag{91}
\end{align*}
$$

### 4.2. An example of elliptical inclusion

We illustrate the obtained general solution in Section 4.1 through an example of an elliptical inclusion with semi-major and semi-minor axes $a$ and $b$. We further assume that the major axis is parallel to the $x_{1}$-axis and the center of the ellipse is located at $x_{1}=0$ and $x_{2}=\delta(\delta>b)$. As a result the explicit expressions of $F_{m}^{k}(z)$ can be easily given by
$F_{m}^{k}(z)= \begin{cases}\frac{2 \mathrm{i}\left(p_{k}-p_{k}\right) a b}{z-p_{k} \delta+\sqrt{\left(z-p_{k} \delta\right)^{2}-\left(a^{2}+p_{k}^{2} b^{2}\right)}}, & m=1, \\ \lambda_{m}^{-1}\left(p_{k}-\bar{p}_{k}\right) a b \exp \left[\mathrm{i} \lambda_{m}^{-1}\left(z-p_{k} \delta\right)\right] Y\left[\mathrm{i} \lambda_{m}^{-1}\left(z-p_{k} \delta\right), \lambda_{m}^{-1} \sqrt{a^{2}+p_{k}^{2} b^{2}}\right], & m=2,3,4\end{cases}$
where the integral function $Y(z, \beta)$ has been defined in Eq. (53). Apparently $F_{m}^{k}(z)=F_{1}^{k}(z)$ as $\lambda_{m} \rightarrow 0,(m=2,3,4)$.
5. The Eshelby's problem for two bonded piezoelectric halfplanes with a compliant and highly conducting interface

In this section we consider the case in which the interface between the two piezoelectric half-planes is compliant and highly conducting. When we adopt Scheme 2 of the Stroh formalism, the interface conditions along the perfect interface $\Gamma$ can be expressed as (Ru, 2001)
$\mathbf{u}_{1}=\mathbf{u}_{0}+\mathbf{u}^{*}, \quad \boldsymbol{\Phi}_{1}=\boldsymbol{\Phi}_{0}+\boldsymbol{\Phi}^{*} \quad$ on $\Gamma$,
where $\mathbf{u}^{*}$ and $\boldsymbol{\Phi}^{*}$ are the additional displacements and electric potential within the Eshelby's inclusion $S_{0}$ due to uniform eigenstrains and eigenelectric fields
$\mathbf{u}^{*}=\left(\begin{array}{c}\varepsilon_{11}^{*} x_{1}+\varepsilon_{12}^{*} x_{2} \\ \varepsilon_{12}^{*} x_{1}+\varepsilon_{22}^{*} x_{2} \\ 2\left(\varepsilon_{31}^{*} x_{1}+\varepsilon_{32}^{*} x_{2}\right) \\ 0\end{array}\right)$ and $\boldsymbol{\Phi}^{*}=\left(\begin{array}{c}0 \\ 0 \\ 0 \\ -\left(E_{1}^{*} x_{1}+E_{2}^{*} x_{2}\right)\end{array}\right)$ within $S_{0}$

In this case we can still introduce the auxiliary function vector $\mathbf{g}(z)$ defined in Eq. (23). However now the vectors $\mathbf{c}$ and $\mathbf{d}$ are re-defined by

$$
\begin{align*}
& \mathbf{c}=\left\langle\frac{\bar{p}_{\alpha}}{p_{\alpha}-p_{\alpha}}\right\rangle\left(\mathbf{B}_{1}^{T}\left[\begin{array}{c}
\varepsilon_{11}^{*} \\
\varepsilon_{12}^{*} \\
2 \varepsilon_{31}^{*} \\
0
\end{array}\right]-\mathbf{A}_{1}^{T}\left[\begin{array}{c}
0 \\
0 \\
0 \\
E_{1}^{*}
\end{array}\right]\right)-\left\langle\frac{1}{p_{\alpha}-p_{\alpha}}\right\rangle\left(\mathbf{B}_{1}^{T}\left[\begin{array}{c}
\varepsilon_{12}^{*} \\
\varepsilon_{22}^{*} \\
2 \varepsilon_{32}^{*} \\
0
\end{array}\right]-\mathbf{A}_{1}^{T}\left[\begin{array}{c}
0 \\
0 \\
0 \\
E_{2}^{*}
\end{array}\right]\right), \\
& \mathbf{d}=\left\langle\frac{1}{p_{\alpha}-p_{\alpha}}\right\rangle\left(\mathbf{B}_{1}^{T}\left[\begin{array}{c}
\varepsilon_{11}^{*} \\
\varepsilon_{12}^{*} \\
2 \varepsilon_{31}^{*} \\
0
\end{array}\right]-\mathbf{A}_{1}^{T}\left[\begin{array}{c}
0 \\
0 \\
0 \\
E_{1}^{*}
\end{array}\right]\right)-\left\langle\frac{p_{\alpha}}{p_{\alpha-}-p_{\alpha}}\right\rangle\left(\mathbf{B}_{1}^{T}\left[\begin{array}{c}
\varepsilon_{12}^{*} \\
\varepsilon_{22}^{*} \\
2 \varepsilon_{32}^{*} \\
0
\end{array}\right]-\mathbf{A}_{1}^{T}\left[\begin{array}{c}
0 \\
0 \\
0 \\
E_{2}^{*}
\end{array}\right]\right) . \tag{95}
\end{align*}
$$

During the above derivation, we have adopted the normalized orthogonal relationship in Eq. (9). Similar to the situation in Section 3, the introduced $\mathbf{g}(z)$ is still analytic, continuous and single-valued everywhere in the whole upper half-plane $S_{0}+S_{1}$ including the point at infinity.

In addition the boundary conditions on the compliant and highly conducting imperfect interface $x_{2}=0$ separating the two piezoelectric half-planes can be expressed as
$\sigma_{12}^{(1)}=\sigma_{12}^{(2)}, \quad \sigma_{22}^{(1)}=\sigma_{22}^{(2)}, \quad \sigma_{32}^{(1)}=\sigma_{32}^{(2)}, \quad E_{1}^{(1)}=E_{1}^{(2)}$,
$\left[\begin{array}{c}u_{1}^{(1)}-u_{1}^{(2)} \\ u_{2}^{(1)}-u_{2}^{(2)} \\ u_{3}^{(1)}-u_{3}^{(2)} \\ \varphi^{(1)}-\varphi^{(2)}\end{array}\right]=\Lambda\left[\begin{array}{c}\sigma_{12}^{(2)} \\ \sigma_{22}^{(2)} \\ \sigma_{32}^{(2)} \\ -E_{1}^{(2)}\end{array}\right], \quad x_{2}=0$,
where $\Lambda$ is a $4 \times 4$ positive definite real and symmetric matrix. Eq. (96) states that tractions and tangential electric field are continuous across the interface, whereas the elastic displacements and charge potential undergo jumps on the interface which are proportional to the interface tractions and tangential electric field. A detailed derivation of the above imperfect interface model in Eq. (96) can be found in Appendix D.

Once we have introduced the above, all the rest analysis is similar to that in Section 3. In fact the analysis becomes much simpler because in this case both $\mathbf{N}$ defined in Eq. (30) and $\mathbf{\Lambda}$ are positive definite (Suo, 1993). Thus we observe that: (i) all the four eigenvalues of Eq. (32) are positive real; and (ii) it is sufficient to treat J in Eq. (33) as an identity matrix and $\boldsymbol{\Lambda}_{2}$ in Eq. (33) as a $4 \times 4$ positive real diagonal matrix.

## 6. The Eshelby's problem for bonded two piezoelectric halfplanes with a stiff and weakly conducting interface

In this section we consider the case in which the interface between the two piezoelectric half-planes is stiff and weakly conducting. We will adopt Scheme 2 of the Stroh formalism in the following analysis. The boundary conditions on the stiff and weakly conducting imperfect interface $x_{2}=0$ can be expressed as
$u_{1}^{(1)}=u_{1}^{(2)}, \quad u_{2}^{(1)}=u_{2}^{(2)}, \quad u_{3}^{(1)}=u_{3}^{(2)}, \quad \varphi^{(1)}=\varphi^{(2)}$,
$\left[\begin{array}{c}\sigma_{12}^{(1)} \\ \sigma_{22}^{(1)} \\ \sigma_{32}^{(1)} \\ -E_{1}^{(1)}\end{array}\right]-\left[\begin{array}{c}\sigma_{12}^{(2)} \\ \sigma_{22}^{(2)} \\ \sigma_{32}^{(2)} \\ -E_{1}^{(2)}\end{array}\right]=-\mathbf{E} \frac{\partial^{2}}{\partial x_{1}^{2}}\left[\begin{array}{c}u_{1}^{(2)} \\ u_{2}^{(2)} \\ u_{3}^{(2)} \\ \varphi^{(2)}\end{array}\right], \quad x_{2}=0$,
where $\mathbf{E}$ is a positive semidefinite matrix given by
$\mathbf{E}=\mathbf{E}^{T}=\left[\begin{array}{cccc}E_{11} & 0 & E_{13} & E_{14} \\ 0 & 0 & 0 & 0 \\ E_{13} & 0 & E_{33} & E_{34} \\ E_{14} & 0 & E_{34} & E_{44}\end{array}\right]$

Eq. (97) states that displacements and charge potential are continuous across the interface, whereas tractions and tangential electric field undergo jumps on the interface which are proportional to certain surface differential operators of the interface displacements and charge potential. It is also clearly observed from Eq. (97) that the normal stress $\sigma_{22}$ is still continuous across the imperfect interface. A detailed derivation of the above imperfect interface model in Eqs. (97) and (98) can be found in Appendix D.

Once we have introduced the above, all the rest analysis is similar to that in Section 4. Keep in mind that now the two vectors $\mathbf{c}$ and $\mathbf{d}$ have been re-defined in Eq. (95). In fact the analysis becomes simpler because in this case $\Pi$ defined in Eq. (77) is positive definite whilst $\mathbf{E}$ is positive semidefinite. Thus we observe that: (i) The nature of the eigenvalues of Eq. (79) is: $\lambda_{1}=0$ and $\lambda_{2}, \lambda_{3}, \lambda_{4}>0$; and (ii) it is sufficient to treat $\mathbf{J}$ in Eq. (80) as an identity matrix and $\Lambda_{2}$ in Eq. (80) as a $4 \times 4$ positive real diagonal matrix.

## 7. Conclusions

In this research we derived closed-form solutions to the 2D problem of an Eshelby's inclusion of arbitrary shape embedded in one of two imperfectly bonded piezoelectric half-planes. Full-field solutions for an elliptical inclusion embedded in the upper halfplane were presented in Eqs. (57)-(59) in terms of the introduced integral function $Y(z, \beta)$. A concise expression of the tractions and normal electric displacement along the interface was given by Eq. (60) through the introduction of the function $\omega(z, \beta)$. The far-field asymptotic expansions of the tractions and normal electric displacement along the imperfect interface as well as those of the analytic function vectors in the two half-planes due to an arbitrary shaped inclusion were also presented. It was observed that the leading terms in these expansions are in fact independent of the imperfection of the interface. We then presented in Eqs. (89)(91) the full-field general solutions of the Esheby's problem for two bonded piezoelectric half-planes with a stiff and highly conducting interface. The obtained general solutions were demonstrated through the example of an elliptical inclusion. We discussed in Sections 5 and 6 the Eshelby's problem in piezoelectric bimaterials with a compliant and highly conducting interface and with a stiff and weakly conducting interface. We observed that the discussions on a compliant and highly conducting interface or a stiff and weakly conducting interface become simpler in view of the fact that in these two cases the complex Hermitian matrices for the piezoelectric bimaterial are positive definite (Suo, 1993) whilst the real and symmetric matrices for the imperfect interface are positive definite [see Eq. (96)] or positive semi-definite [see Eq. (98)]. During the theoretical development, we also derived explicit expressions of $\mathbf{N}_{i}$ and $\mathbf{N}_{i}^{(-1)}$ for anisotropic piezoelectric materials in terms of the introduced 28 reduced generalized compliances $S_{i j}$ (see Appendices A and B).

In this work we only considered the case in which the imperfect interface is infinitely long. When the imperfection is finite along the interface, the problem basically reduces to interface bridged cracks or interface bridged anti-cracks with the imperfect boundary conditions being used as the "bridging force" for compliant interface (Ni and Nemat-Nasser, 2000) or "bridging strain" for stiff interface (Erdogan and Ozturk, 2008). In this case in principle we can resort to the interfacial Green's functions for an extended line dislocation and an extended line force (Ting, 1996) to construct a system of Cauchy singular integral equations for the distributed dislocation density and the distributed line force density whose explicit solutions can be given in terms of Chebyshev polynomials or Jacobi polynomials (Erdogan and Gupta, 1972; Ni and Nemat-Nasser, 2000). Particularly when the bridged cracks or anti-cracks are
located in homogeneous materials, a decoupling methodology similar to that proposed in this research can still be conveniently adopted to arrive at a decoupled set of singular integral equations, with each equation in a form similar to Eq. (5.1) by Erdogan and Gupta (1972).

## Acknowledgements

Part of the work in this article was started while the first author (XW) was at University of Akron, supported by AFOSR FA9550-06-1-0317. The reviewers' comments are highly appreciated.

## Appendix $A$. The structures of $N_{i}$ and $N_{i}^{(-1)}$ for Scheme 1

First we discuss the structures of $\mathbf{N}_{i}(i=1,2,3)$. It has been proved that (Ting, 1996)

$$
\mathbf{N}_{1}=\left[\begin{array}{cccc}
* & -1 & * & *  \tag{A1}\\
* & 0 & * & * \\
* & 0 & * & * \\
* & 0 & * & *
\end{array}\right], \quad \mathbf{N}_{3}=\left[\begin{array}{cccc}
* & 0 & * & * \\
0 & 0 & 0 & 0 \\
* & 0 & * & * \\
* & 0 & * & *
\end{array}\right],
$$

where $*$ denotes a possibly nonzero element.
We then introduce $S_{i j},(i, j=1-8$ and $i, j \neq 3)$ such that

$$
\begin{align*}
& {\left[\begin{array}{lllllll}
C_{11} & C_{12} & C_{14} & C_{15} & C_{16} & e_{11} & e_{21} \\
C_{12} & C_{22} & C_{24} & C_{25} & C_{26} & e_{12} & e_{22} \\
C_{14} & C_{24} & C_{44} & C_{45} & C_{46} & e_{14} & e_{24} \\
C_{15} & C_{25} & C_{45} & C_{55} & C_{56} & e_{15} & e_{25} \\
C_{16} & C_{26} & C_{46} & C_{56} & C_{66} & e_{16} & e_{26} \\
e_{11} & e_{12} & e_{14} & e_{15} & e_{16} & -\epsilon_{11} & -\epsilon_{12} \\
e_{21} & e_{22} & e_{24} & e_{25} & e_{26} & -\epsilon_{12} & -\epsilon_{22}
\end{array}\right]}  \tag{A2}\\
& \quad\left[\begin{array}{lllllll}
S_{11} & S_{12} & S_{14} & S_{15} & S_{16} & S_{17} & S_{18} \\
S_{12} & S_{22} & S_{24} & S_{25} & S_{26} & S_{27} & S_{28} \\
S_{14} & S_{24} & S_{44} & S_{45} & S_{46} & S_{47} & S_{48} \\
S_{15} & S_{25} & S_{45} & S_{55} & S_{56} & S_{57} & S_{58} \\
S_{16} & S_{26} & S_{46} & S_{56} & S_{66} & S_{67} & S_{68} \\
S_{17} & S_{27} & S_{47} & S_{57} & S_{67} & S_{77} & S_{78} \\
S_{18} & S_{28} & S_{48} & S_{58} & S_{68} & S_{78} & S_{88}
\end{array}\right]=\mathbf{I} .
\end{align*}
$$

Our task below is to present the expressions of $\mathbf{N}_{1}, \mathbf{N}_{2}$ and $\mathbf{N}_{3}$ in terms of $S_{i j}$. After arranging the columns and rows, Eq. (A2) can be equivalently written into the following:

$$
\begin{align*}
& {\left[\begin{array}{ccccccc}
C_{11} & C_{15} & e_{11} & C_{16} & C_{12} & C_{14} & e_{21} \\
C_{15} & C_{55} & e_{15} & C_{56} & C_{25} & C_{45} & e_{25} \\
e_{11} & e_{15} & -\epsilon_{11} & e_{16} & e_{12} & e_{14} & -\epsilon_{12} \\
C_{16} & C_{56} & e_{16} & C_{66} & C_{26} & C_{46} & e_{26} \\
C_{12} & C_{25} & e_{12} & C_{26} & C_{22} & C_{24} & e_{22} \\
C_{14} & C_{45} & e_{14} & C_{46} & C_{24} & C_{44} & e_{24} \\
e_{21} & e_{25} & -\epsilon_{12} & e_{26} & e_{22} & e_{24} & -\epsilon_{22}
\end{array}\right]}  \tag{A3}\\
& \quad\left[\begin{array}{lllllll}
S_{11} & S_{15} & S_{17} & S_{16} & S_{12} & S_{14} & S_{18} \\
S_{15} & S_{55} & S_{57} & S_{56} & S_{25} & S_{45} & S_{58} \\
S_{17} & S_{57} & S_{77} & S_{67} & S_{27} & S_{47} & S_{78} \\
S_{16} & S_{56} & S_{67} & S_{66} & S_{26} & S_{46} & S_{68} \\
S_{12} & S_{25} & S_{27} & S_{26} & S_{22} & S_{24} & S_{28} \\
S_{14} & S_{45} & S_{47} & S_{46} & S_{24} & S_{44} & S_{48} \\
S_{18} & S_{58} & S_{78} & S_{68} & S_{28} & S_{48} & S_{88}
\end{array}\right]=\mathbf{I},
\end{align*}
$$

or
$\left[\begin{array}{cccccccc}C_{11} & C_{16} & C_{15} & e_{11} & C_{16} & C_{12} & C_{14} & e_{21} \\ C_{16} & C_{66} & C_{56} & e_{16} & C_{66} & C_{26} & C_{46} & e_{26} \\ C_{15} & C_{56} & C_{55} & e_{15} & C_{56} & C_{25} & C_{45} & e_{25} \\ e_{11} & e_{16} & e_{15} & -\epsilon_{11} & e_{16} & e_{12} & e_{14} & -\epsilon_{12} \\ C_{16} & C_{66} & C_{56} & e_{16} & C_{66} & C_{26} & C_{46} & e_{26} \\ C_{12} & C_{26} & C_{25} & e_{12} & C_{26} & C_{22} & C_{24} & e_{22} \\ C_{14} & C_{46} & C_{45} & e_{14} & C_{46} & C_{24} & C_{44} & e_{24} \\ e_{21} & e_{26} & e_{25} & -\epsilon_{12} & e_{26} & e_{22} & e_{24} & -\epsilon_{22}\end{array}\right]$

$$
\begin{align*}
& \quad\left[\begin{array}{cccccccc}
S_{11} & 0 & S_{15} & S_{17} & S_{16} & S_{12} & S_{14} & S_{18} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
S_{15} & 0 & S_{55} & S_{57} & S_{56} & S_{25} & S_{45} & S_{58} \\
S_{17} & 0 & S_{57} & S_{77} & S_{67} & S_{27} & S_{47} & S_{78} \\
S_{16} & 0 & S_{56} & S_{67} & S_{66} & S_{26} & S_{46} & S_{68} \\
S_{12} & 0 & S_{25} & S_{27} & S_{26} & S_{22} & S_{24} & S_{28} \\
S_{14} & 0 & S_{45} & S_{47} & S_{46} & S_{24} & S_{44} & S_{48} \\
S_{18} & 0 & S_{58} & S_{78} & S_{68} & S_{28} & S_{48} & S_{88}
\end{array}\right] \\
& =\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] . \tag{A4}
\end{align*}
$$

Eq. (A4) can be more concisely written into

$$
\left[\begin{array}{cc}
\mathbf{Q} & \mathbf{R}  \tag{A5}\\
\mathbf{R}^{T} & \mathbf{T}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{q}_{2} & \mathbf{r}_{2} \\
\mathbf{r}_{2}^{T} & \mathbf{t}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{I}-\mathbf{I}_{2} & \mathbf{I}_{12}^{T} \\
\mathbf{0} & \mathbf{I}
\end{array}\right],
$$

where
$\mathbf{q}_{2}=\left[\begin{array}{cccc}S_{11} & 0 & S_{15} & S_{17} \\ 0 & 0 & 0 & 0 \\ S_{15} & 0 & S_{55} & S_{57} \\ S_{17} & 0 & S_{57} & S_{77}\end{array}\right], \quad \mathbf{r}_{2}=\left[\begin{array}{cccc}S_{16} & S_{12} & S_{14} & S_{18} \\ 0 & 0 & 0 & 0 \\ S_{56} & S_{25} & S_{45} & S_{58} \\ S_{67} & S_{27} & S_{47} & S_{78}\end{array}\right]$,
$\mathbf{t}=\left[\begin{array}{llll}S_{66} & S_{26} & S_{46} & S_{68} \\ S_{26} & S_{22} & S_{24} & S_{28} \\ S_{46} & S_{24} & S_{44} & S_{48} \\ S_{68} & S_{28} & S_{48} & S_{88}\end{array}\right]$,

$$
\text { and } \mathbf{I}_{12}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0  \tag{A7}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{I}_{2}=\operatorname{diag}\left[\begin{array}{llll}
0 & 1 & 0 & 0
\end{array}\right] .
$$

After carrying out a procedure similar to that by Ting (1996), we finally obtain:
$\mathbf{N}_{3}=-\mathbf{q}_{2}^{-1}=\frac{-1}{\Delta}\left[\begin{array}{cccc}S_{55} S_{77}-S_{57}^{2} & 0 & S_{17} S_{57}-S_{15} S_{77} & S_{15} S_{57}-S_{17} S_{55} \\ 0 & 0 & 0 & 0 \\ S_{17} S_{57}-S_{15} S_{77} & 0 & S_{11} S_{77}-S_{17}^{2} & S_{15} S_{17}-S_{11} S_{57} \\ S_{15} S_{57}-S_{17} S_{55} & 0 & S_{15} S_{17}-S_{11} S_{57} & S_{11} S_{55}-S_{15}^{2}\end{array}\right]$,
$\mathbf{N}_{1}=\mathbf{r}_{2}^{T} \mathbf{q}_{2}^{-1}-\mathbf{I}_{12}=\left[\begin{array}{cccc}r_{6} & -1 & s_{6} & t_{6} \\ r_{2} & 0 & s_{2} & t_{2} \\ r_{4} & 0 & s_{4} & t_{4} \\ r_{8} & 0 & s_{8} & t_{8}\end{array}\right]$,
$\mathbf{N}_{2}=\mathbf{t}-\mathbf{r}_{2}^{T} \mathbf{q}_{2}^{-1} \mathbf{r}_{2}=\left[\begin{array}{llll}\kappa_{66} & \kappa_{26} & \kappa_{46} & \kappa_{68} \\ \kappa_{26} & \kappa_{22} & \kappa_{24} & \kappa_{28} \\ \kappa_{46} & \kappa_{24} & \kappa_{44} & \kappa_{48} \\ \kappa_{68} & \kappa_{28} & \kappa_{48} & \kappa_{88}\end{array}\right]$,
where $\mathbf{q}_{2}^{-1}$ is the pseudo inverse of $\mathbf{q}_{2}$, and
$\Delta=\left|\begin{array}{lll}S_{11} & S_{15} & S_{17} \\ S_{15} & S_{55} & S_{57} \\ S_{17} & S_{57} & S_{77}\end{array}\right|$,
$r_{\alpha}=\frac{1}{\Delta}\left|\begin{array}{lll}S_{1 \alpha} & S_{5 \alpha} & S_{7 \alpha} \\ S_{15} & S_{55} & S_{57} \\ S_{17} & S_{57} & S_{77}\end{array}\right|, \quad s_{\alpha}=\frac{1}{\Delta}\left|\begin{array}{lll}S_{11} & S_{15} & S_{17} \\ S_{1 \alpha} & S_{52} & S_{7 \alpha} \\ S_{17} & S_{57} & S_{77}\end{array}\right|$,
$t_{\alpha}=\frac{1}{\Delta}\left|\begin{array}{lll}S_{11} & S_{15} & S_{17} \\ S_{15} & S_{55} & S_{57} \\ S_{1 \alpha} & S_{5 \alpha} & S_{7 \alpha}\end{array}\right|, \quad(\alpha=6,2,4,8)$
$\kappa_{\alpha \beta}=\frac{1}{\Delta}\left|\begin{array}{llll}S_{11} & S_{1 \alpha} & S_{15} & S_{17} \\ S_{1 \beta} & S_{\alpha \beta} & S_{5 \beta} & S_{7 \beta} \\ S_{15} & S_{5 \alpha} & S_{55} & S_{57} \\ S_{17} & S_{7 \alpha} & S_{57} & S_{77}\end{array}\right|, \quad(\alpha, \beta=6,2,4,8)$
In view of Eq. (A2), we have $S_{11}>0, S_{55}>0, S_{11} S_{55}-S_{15}^{2}>0$ and $S_{77}<0$. Consequently, if we write $\mathbf{N}_{3}$ into the following form:
$\mathbf{N}_{3}=-\left[\begin{array}{cccc}\Xi_{11} & 0 & \Xi_{13} & \Xi_{14} \\ 0 & 0 & 0 & 0 \\ \Xi_{13} & 0 & \Xi_{33} & \Xi_{34} \\ \Xi_{14} & 0 & \Xi_{34} & \Xi_{44}\end{array}\right]$,
then $\Xi_{11}>0, \Xi_{33}>0, \Xi_{11} \Xi_{33}-\Xi_{13}^{2}>0$ and $\Xi_{44}<0$.
In the following we discuss the structures of $\mathbf{N}_{i}^{(-1)}(i=1,2,3)$. It can be easily checked that:
$\mathbf{N}_{1}^{(-1)}=\left[\begin{array}{cccc}0 & * & * & * \\ -1 & * & * & * \\ 0 & * & * & * \\ 0 & * & * & *\end{array}\right], \quad \mathbf{N}_{3}^{(-1)}=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & * & * & * \\ 0 & * & * & * \\ 0 & * & * & *\end{array}\right]$.
In addition the following identity establishes:

$$
\left[\begin{array}{cc}
\mathbf{Q} & \mathbf{R}  \tag{A16}\\
\mathbf{R}^{T} & \mathbf{T}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{q} & \mathbf{r}_{1} \\
\mathbf{r}_{1}^{T} & \mathbf{t}_{1}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
\mathbf{I}_{12} & \mathbf{I}-\mathbf{I}_{1}
\end{array}\right],
$$

where
$\mathbf{q}=\left[\begin{array}{llll}S_{11} & S_{16} & S_{15} & S_{17} \\ S_{16} & S_{66} & S_{56} & S_{67} \\ S_{15} & S_{56} & S_{55} & S_{57} \\ S_{17} & S_{67} & S_{57} & S_{77}\end{array}\right], \quad \mathbf{r}_{1}=\left[\begin{array}{llll}0 & S_{12} & S_{14} & S_{18} \\ 0 & S_{26} & S_{46} & S_{68} \\ 0 & S_{25} & S_{45} & S_{58} \\ 0 & S_{27} & S_{47} & S_{78}\end{array}\right]$,
$\mathbf{t}_{1}=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & S_{22} & S_{24} & S_{28} \\ 0 & S_{24} & S_{44} & S_{48} \\ 0 & S_{28} & S_{48} & S_{88}\end{array}\right]$,
and
$\mathbf{I}_{1}=\operatorname{diag}\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]$.
(A18)

We can finally arrive at
$\mathbf{N}_{3}^{(-1)}=\mathbf{t}_{1}^{-1}=\frac{1}{\Delta^{\prime}}\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & S_{44} S_{88}-S_{48}^{2} & S_{28} S_{48}-S_{24} S_{88} & S_{24} S_{48}-S_{28} S_{44} \\ 0 & S_{28} S_{48}-S_{24} S_{88} & S_{22} S_{88}-S_{28}^{2} & S_{24} S_{28}-S_{22} S_{48} \\ 0 & S_{24} S_{48}-S_{28} S_{44} & S_{24} S_{28}-S_{22} S_{48} & S_{22} S_{44}-S_{24}^{2}\end{array}\right]$,
$\mathbf{N}_{1}^{(-1)}=\mathbf{r}_{1} \mathbf{t}_{1}^{-1}-\mathbf{I}_{12}^{T}=\left[\begin{array}{cccc}0 & r_{1}^{\prime} & s_{1}^{\prime} & t_{1}^{\prime} \\ -1 & r_{6}^{\prime} & s_{6}^{\prime} & t_{6}^{\prime} \\ 0 & r_{5}^{\prime} & s_{5}^{\prime} & t_{5}^{\prime} \\ 0 & r_{7}^{\prime} & s_{7}^{\prime} & t_{7}^{\prime}\end{array}\right]$,
$\mathbf{N}_{2}^{(-1)}=-\mathbf{q}+\mathbf{r}_{1} \mathbf{t}_{1}^{-1} \mathbf{r}_{1}^{T}=-\left[\begin{array}{llll}\kappa_{11}^{\prime} & \kappa_{16}^{\prime} & \kappa_{15}^{\prime} & \kappa_{17}^{\prime} \\ \kappa_{16}^{\prime} & \kappa_{66}^{\prime} & \kappa_{56}^{\prime} & \kappa_{67}^{\prime} \\ \kappa_{15}^{\prime} & \kappa_{56}^{\prime} & \kappa_{55}^{\prime} & \kappa_{57}^{\prime} \\ \kappa_{17}^{\prime} & \kappa_{67}^{\prime} & \kappa_{57}^{\prime} & \kappa_{77}^{\prime}\end{array}\right]$,
where
$\Delta^{\prime}=\left|\begin{array}{lll}S_{22} & S_{24} & S_{28} \\ S_{24} & S_{44} & S_{48} \\ S_{28} & S_{48} & S_{88}\end{array}\right|$,
$r_{\alpha}^{\prime}=\frac{1^{\prime}}{\Delta}\left|\begin{array}{lll}S_{2 \alpha} & S_{4 \alpha} & S_{8 \alpha} \\ S_{24} & S_{44} & S_{48} \\ S_{28} & S_{48} & S_{88}\end{array}\right|, \quad S_{\alpha}^{\prime}=\frac{1}{\Delta^{\prime}}\left|\begin{array}{lll}S_{22} & S_{24} & S_{28} \\ S_{2 \alpha} & S_{4 \alpha} & S_{8 \alpha} \\ S_{28} & S_{48} & S_{88}\end{array}\right|$,
$t_{\alpha}^{\prime}=\frac{1}{\Delta^{\prime}}\left|\begin{array}{lll}S_{22} & S_{24} & S_{28} \\ S_{24} & S_{44} & S_{48} \\ S_{2 \alpha} & S_{4 \alpha} & S_{8 \alpha}\end{array}\right|, \quad(\alpha=1,6,5,7)$
$\kappa_{\alpha \beta}^{\prime}=\frac{1}{\Delta^{\prime}}\left|\begin{array}{llll}S_{\alpha \beta} & S_{2 \beta} & S_{4 \beta} & S_{8 \beta} \\ S_{2 \alpha} & S_{22} & S_{24} & S_{28} \\ S_{4 \alpha} & S_{24} & S_{44} & S_{48} \\ S_{8 \alpha} & S_{28} & S_{48} & S_{88}\end{array}\right|, \quad(\alpha, \beta=1,6,5,7)$
In view of Eq. (A2), we have $S_{22}>0, S_{44}>0, S_{22} S_{44}-S_{24}^{2}>0$ and $S_{88}<0$. Consequently, if we write $\mathbf{N}_{3}^{(-1)}$ into the following form:
$\mathbf{N}_{3}^{(-1)}=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & \Theta_{22} & \Theta_{23} & \Theta_{24} \\ 0 & \Theta_{23} & \Theta_{33} & \Theta_{34} \\ 0 & \Theta_{24} & \Theta_{34} & \Theta_{44}\end{array}\right]$,
then $\Theta_{22}>0, \Theta_{33}>0, \Theta_{22} \Theta_{33}-\Theta_{23}^{2}>0$ and $\Theta_{44}<0$.
It is of interest to point out that the expressions of $\mathbf{N}_{3}$ and $\mathbf{N}_{3}^{(-1)}$ for anisotropic elastic materials in terms of the reduced elastic compliances $s_{\alpha \beta}^{\prime}$ were first obtained by Stroh (1958) and those of $\mathbf{N}_{1}$ and $\mathbf{N}_{1}^{(-1)}$ were first obtained by Ting (1988). Here we present the explicit expressions of $\mathbf{N}_{i}$ and $\mathbf{N}_{i}^{(-1)}$ for anisotropic piezoelectric materials in terms of the introduced $S_{i j}$. Thus $S_{i j}$ can be considered as the reduced generalized compliances for piezoelectric materials.

## Appendix $B$. The structures of $N_{i}$ and $N_{i}^{(-1)}$ for Scheme 2

In Scheme 2 of the Stroh formalism, the following identity is still valid:
$\mathbf{Q}_{12}=\mathbf{R}_{11}, \quad \mathbf{R}_{2 K}=\mathbf{T}_{1 K}, \quad(I, K=1,2,3,4)$
Thus the structures in Eq. (A1) for Scheme 1 are still valid for Scheme 2.

Next we introduce $S_{i j},(i, j=1-8$ and $i, j \neq 3)$ such that

$$
\begin{gather*}
{\left[\begin{array}{ccccccc}
C_{11} & C_{12} & C_{14} & C_{15} & C_{16} & h_{21} & -h_{11} \\
C_{12} & C_{22} & C_{24} & C_{25} & C_{26} & h_{22} & -h_{12} \\
C_{14} & C_{24} & C_{44} & C_{45} & C_{46} & h_{24} & -h_{14} \\
C_{15} & C_{25} & C_{45} & C_{55} & C_{56} & h_{25} & -h_{15} \\
C_{16} & C_{26} & C_{46} & C_{56} & C_{66} & h_{26} & -h_{16} \\
h_{21} & h_{22} & h_{24} & h_{25} & h_{26} & \beta_{22} & -\beta_{12} \\
-h_{11} & -h_{12} & -h_{14} & -h_{15} & -h_{16} & -\beta_{12} & \beta_{11}
\end{array}\right]} \\
\quad\left[\begin{array}{cccccccc}
S_{11} & S_{12} & S_{14} & S_{15} & S_{16} & S_{17} & S_{18} \\
S_{12} & S_{22} & S_{24} & S_{25} & S_{26} & S_{27} & S_{28} \\
S_{14} & S_{24} & S_{44} & S_{45} & S_{46} & S_{47} & S_{48} \\
S_{15} & S_{25} & S_{45} & S_{55} & S_{56} & S_{57} & S_{58} \\
S_{16} & S_{26} & S_{46} & S_{56} & S_{66} & S_{67} & S_{68} \\
S_{17} & S_{27} & S_{47} & S_{57} & S_{67} & S_{77} & S_{78} \\
S_{18} & S_{28} & S_{48} & S_{58} & S_{68} & S_{78} & S_{88}
\end{array}\right]=\mathbf{I}, \tag{B2}
\end{gather*}
$$

which can also be obtained from Eq. (A2) by using the following substitutions:

$$
\begin{align*}
& \mathbf{e}_{1 j} \rightarrow \mathbf{h}_{2 j}, \quad \mathbf{e}_{2 j} \rightarrow-\mathbf{h}_{1 j}, \quad(j=1,2)  \tag{B3}\\
& \epsilon_{11} \rightarrow-\beta_{22}, \quad \epsilon_{12} \rightarrow \beta_{12}, \quad \epsilon_{22} \rightarrow-\beta_{11}
\end{align*}
$$

It is observed from Eq. (B2) that the $7 \times 7$ real and symmetric matrix formed by $S_{i j}$ is positive definite in view of the fact that the introduced energy density function $\psi$ is convex (Suo, 1993). Once we introduce Eq. (B2), all the rest development is very similar to that in Appendix A. The only difference lies in that in scheme 2 both the two $4 \times 4$ matrices $-\mathbf{N}_{3}$ and $\mathbf{N}_{3}^{(-1)}$ are positive semidefinite, and both the two $4 \times 4$ matrices $\mathbf{N}_{2}$ and $-\mathbf{N}_{2}^{(-1)}$ are positive definite. This situation is similar to that for anisotropic elastic materials.

## Appendix C. The imperfect interface models used in Sections 3 and 4

The constitutive equations for a piezoelectric interphase of constant thickness $h$ between the upper semi-infinite anisotropic piezoelectric solid 1 and the lower semi-infinite anisotropic piezoelectric solid 2 can be equivalently written into

$$
\begin{align*}
& \boldsymbol{\sigma}_{1}=\mathbf{Q}_{c} \mathbf{u}_{11}+\mathbf{R}_{c} \mathbf{u}_{, 2} \\
& \boldsymbol{\sigma}_{2}=\mathbf{R}_{c}^{T} \mathbf{u}_{11}+\mathbf{T}_{c} \mathbf{u}_{2,} \tag{C1}
\end{align*}
$$

where $\quad \sigma_{1}=\left[\begin{array}{llll}\sigma_{11} & \sigma_{21} & \sigma_{31} & D_{1}\end{array}\right]^{T}, \quad \sigma_{2}=\left[\begin{array}{llll}\sigma_{12} & \sigma_{22} & \sigma_{32} & D_{2}\end{array}\right]^{T}$, and the subscript $c$ is used to identify the quantities associated with the interphase. All the rest notations in Eq. (C1) are the same as those adopted in Section 2.1 for Scheme 1 of the Stroh formalism.
(i) If we assume that $C_{i j k l}^{(c)} \ll C_{i j k l}^{(1)}, C_{i j k l}^{(2)} ; e_{i j k}^{(c)} \ll e_{i j k}^{(1)}, e_{i j k}^{(2)}$ and $\epsilon_{i j}^{(c)} \ll \epsilon_{i j}^{(1)}, \epsilon_{i j}^{(2)}$ (or the so-called compliant and weakly conducting interphase) and that the interphase is also very thin, then it follows from $(\mathrm{C} 1)_{2}$ that
$\boldsymbol{\sigma}_{2}^{(1)}=\boldsymbol{\sigma}_{2}^{(2)}=\frac{\mathbf{T}_{c}}{h}\left(\mathbf{u}_{1}-\mathbf{u}_{2}\right), \quad x_{2}=0$
which is equivalent to Eq. (25). As a result $\boldsymbol{\Lambda}$ in Eq. (25) is related to the electroelastic properties and the thickness of the interphase through the following:
$\boldsymbol{\Lambda}=h \mathbf{T}_{c}^{-1}=h \mathbf{N}_{2}^{(c)}$,
which clearly indicates that the property of $\boldsymbol{\Lambda}$ is exactly the same as that of $\mathbf{T}_{c}^{-1}=\mathbf{N}_{2}^{(c)}$ [or equivalently that of $\mathbf{T}_{c}$ defined in Eq. (6)]. In view of the fact that $\mathbf{T}^{E}$ is positive definite and $\epsilon_{22}>0$, then we
arrive at the conclusion that $\left[\begin{array}{lll}\alpha_{11} & \alpha_{12} & \alpha_{13} \\ \alpha_{12} & \alpha_{22} & \alpha_{23} \\ \alpha_{13} & \alpha_{23} & \alpha_{33}\end{array}\right]$ is positive definite whereas $\alpha_{44}<0$.
(ii) If we assume that $C_{i j k l}^{(c)} \gg C_{i j k l}^{(1)}, C_{i j k l}^{(2)}$ and $\epsilon_{i j}^{(c)} \gg \epsilon_{i j}^{(1)}, \epsilon_{i j}^{(2)}$ (or the so-called stiff and highly conducting interphase, it is of interest to notice that here there is no restriction on the piezoelectric constants of the interphase), then it follows from Eq. $(\mathrm{C} 1)_{2}$ that
$\mathbf{u}_{, 2}=-\mathbf{T}_{c}^{-1} \mathbf{R}_{c}^{T} \mathbf{u}_{1,}$.

Substituting the above into Eq. (C1) , we arrive at the following expression:
$\boldsymbol{\sigma}_{1}=\left(\mathbf{Q}_{c}-\mathbf{R}_{c} \mathbf{T}_{c}^{-1} \mathbf{R}_{c}^{T}\right) \mathbf{u}_{, 1}$.
By taking the derivative of both sides of Eq. (C5) with respect to $x_{1}$, and by noticing the 2 D equilibrium equations $\boldsymbol{\sigma}_{1,1}+\boldsymbol{\sigma}_{2,2}=\mathbf{0}$, we can finally obtain
$\boldsymbol{\sigma}_{2,2}=-\left(\mathbf{Q}_{c}-\mathbf{R}_{c} \mathbf{T}_{c}^{-1} \mathbf{R}_{c}^{T}\right) \mathbf{u}_{, 11}$.
If we further assume that the interphase is very thin, then we arrive at
$\boldsymbol{\sigma}_{2}^{(1)}-\boldsymbol{\sigma}_{2}^{(2)}=-\mathbf{E} \mathbf{u}_{11}, \quad \boldsymbol{x}_{2}=0$,
where the real and symmetric matrix $\mathbf{E}$ is related to the electroelastic properties and the thickness of the interphase through the following:
$\mathbf{E}=h\left(\mathbf{Q}_{c}-\mathbf{R}_{c} \mathbf{T}_{c}^{-1} \mathbf{R}_{c}^{T}\right)=-h \mathbf{N}_{3}^{(c)}$.
In view of Eq. (A14), it is then apparent that $\mathbf{E}$ can be expressed into Eq. (72) and that $E_{11}>0, E_{33}>0, E_{11} E_{33}-E_{13}^{2}>0$ and $E_{44}<0$.

## Appendix D. The imperfect interface models used in Sections 5 and 6

The constitutive equations for a piezoelectric interphase of constant thickness $h$ between the upper semi-infinite anisotropic piezoelectric solid 1 and the lower semi-infinite anisotropic piezoelectric solid 2 can be equivalently written into
$\boldsymbol{\sigma}_{1}=\mathbf{Q}_{c} \mathbf{u}_{11}+\mathbf{R}_{c} \mathbf{u}_{, 2}$,
$\boldsymbol{\sigma}_{2}=\mathbf{R}_{c}^{T} \mathbf{u}_{11}+\mathbf{T}_{c} \mathbf{u}_{, 2},{ }^{\prime}$
where $\quad \boldsymbol{\sigma}_{1}=\left[\begin{array}{llll}\sigma_{11} & \sigma_{21} & \sigma_{31} & E_{2}\end{array}\right]^{T}, \quad \boldsymbol{\sigma}_{2}=\left[\begin{array}{llll}\sigma_{12} & \sigma_{22} & \sigma_{32} & -E_{1}\end{array}\right]^{T}$, and the subscript $c$ is used to identify the quantities associated with the interphase. All the rest notations in Eq. (D1) are the same as those adopted in Section 2.2 for Scheme 2 of the Stroh formalism.
(i) If we assume that $C_{i j k l}^{(c)} \ll C_{i j k l}^{(1)}, C_{i j k l}^{(2)} ; h_{i j k}^{(c)} \ll h_{i j k}^{(1)}, h_{i j k}^{(2)}$ and $\beta_{i j}^{(c)} \ll \beta_{i j}^{(1)}, \beta_{i j}^{(2)}$ (or the so-called compliant and highly conducting interphase) and that the interphase is also very thin, then it follows that:
$\mathbf{u}_{1}-\mathbf{u}_{2}=\boldsymbol{\Lambda} \boldsymbol{\sigma}_{2}^{(1)}=\boldsymbol{\Lambda} \boldsymbol{\sigma}_{2}^{(2)}, \quad x_{2}=0$,
where $\boldsymbol{\Lambda}=h \mathbf{T}_{c}^{-1}=h \mathbf{N}_{2}^{(c)}$ is positive definite in view of the fact that $\mathbf{T}$ is positive definite.
(ii) If we assume that $C_{i j k l}^{(c)} \gg C_{i j k l}^{(1)}, C_{i j k l}^{(2)}$ and $\beta_{i j}^{(c)} \gg \beta_{i j}^{(1)}, \beta_{i j}^{(2)}$ (or the so-called stiff and weakly conducting interphase), then the following interface model establishes:
$\boldsymbol{\sigma}_{2}^{(1)}-\boldsymbol{\sigma}_{2}^{(2)}=-\mathbf{E} \mathbf{u}_{11}, \quad x_{2}=0$,
where
$\mathbf{E}=h\left(\mathbf{Q}_{c}-\mathbf{R}_{c} \mathbf{T}_{c}^{-1} \mathbf{R}_{c}^{T}\right)=-h \mathbf{N}_{3}^{(c)}$.

It is apparent that $\mathbf{E}$ is positive semidefinite in view of the fact that $-\boldsymbol{N}_{3}$ is positive semidefinite.
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